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Overview

The Rambus Direct RDRAM™ is a general purpose
high-performance memory device suitable for use in a
broad range of applications including computer
memory, graphics, video, and any other application
where high bandwidth and low latency are required.

The 64/72-Mbit Direct Rambus DRAMs (RDRAMUO)
are extremely high-speed CMOS DRAMSs organized as
4M words by 16 or 18 bits. The use of Rambus
Signaling Level (RSL) technology permits 600MHz or
800MHz transfer rates while using conventional
system and board design technologies. Direct RDRAM
devices are capable of sustained data transfers at 1.25
ns per two bytes (10ns per sixteen bytes).

The architecture of the Direct RDRAMSs allows the
highest sustained bandwidth for multiple, simulta-
neous randomly addressed memory transactions. The
separate control and data buses with independent row
and column control yield over 95% bus efficiency. The
Direct RDRAM's sixteen banks support up to four
simultaneous transactions.

System oriented features for mobile, graphics and large
memory systems include power management, byte
masking, and x18 organization. The two data bits in the
x18 organization are general and can be used for addi-
tional storage and bandwidth or for error correction.

Features

»« Highest sustained bandwidth per DRAM device

- 1.6GB/s sustained data transfer rate

- Separate control and data buses for maximized
efficiency

- Separate row and column control buses for
easy scheduling and highest performance

- 16 banks: four transactions can take place simul-
taneously at full bandwidth data rates

= Low latency features
- Write buffer to reduce read latency
- 3 precharge mechanisms for controller flexibility
- Interleaved transactions

= Advanced power management:
- Multiple low power states allows flexibility in
power consumption versus time to transition to
active state
- Power-down self-refresh

= Organization: 1Kbyte pages and 16 banks, x 16/18
- x18 organization allows ECC configurations or
increased storage/bandwidth
- x16 organization for low cost applications

» Uses Rambus Signaling Level (RSL) for up to
800MHz operation

Figure 1: Direct RDRAM CSP Package

The 64/72-Mbit Direct RDRAMs are offered in a CSP
horizontal package suitable for desktop as well as low-
profile add-in card and mobile applications.

Direct RDRAMSs operate from a 2.5 volt supply.

Key Timing Parameters/Part Numbers

Orgnzaon e o Fompizes [ par

256Kx16x16d 600 60 64MD-60-600
256Kx16x16d 800 50 64MD-50-800
256Kx16x16d 800 45 64MD-45-800
256Kx16x16d 800 40 64MD-40-800
256Kx18x16d 600 60 72MD-60-600
256Kx18x16d 800 50 72MD-50-800
256Kx18x16d 800 45 72MD-45-800
256Kx18x16d 800 40 72MD-40-800

a. The “16d” designation indicates that this RDRAM core is
composed of 16 banks which use a “doubled” bank architecture.
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Pinouts and Definitions
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Figure 2: Pinout Definitions
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Pins Signal I/0 Type Description

S5, 54 SIO1 SIO0 /0 CMOS | Serial input/output. Pins for reading from and writing to the con-
trol registers using a serial access protocol. Also used for power
management.

A4 CMD | CMOS | Command input. Pins for reading from and writing to the control
registers. Also used for power management.

A5 SCK | CMOS | Clock input. Clock source used for reading from and writing to
the control registers

C4,D1,H1,H4, | Vpp Supply voltage for the RDRAM core and interface logic.

H6, K1, N1, P4

E4, M4 Vemos Termination voltage for RSL load resistors.

A2,B4,B5,C1, | GND Ground reference for RDRAM core and interface.

C5, D4, E1, F1,

F4, G4, J1, J4,

J6, K4, L1, L4,

M1, N4, P1, P5,

R4, R5, S2

A3, B3, B2, C3, | DQA8..DQAO 110 RSL Data byte A. Nine pins which carry a byte of read or write data

C2,D3,D2, E3, between the channel and the RDRAM.

E2

F3 CFM | RSL Clock from master. Interface clock used for receiving RSL sig-
nals from the channel. Positive polarity.

F2 CFMN | RSL Clock from master. Interface clock used for receiving RSL sig-
nals from the channel. Negative polarity

Gl VREE Logic threshold reference voltage for RSL signals

G2 CTMN | RSL Clock to master. Interface clock used for transmitting RSL sig-
nals to the channel. Negative polarity.

G3 CT™M | RSL Clock to master. Interface clock used for transmitting RSL sig-
nals to the channel. Positive polarity.

H2, H3, J2 RQ7..RQ5 or | RSL Row access control. Three pins containing control and address

ROW2..ROWO information for row accesses.

J3, K2, K3, RQ4..RQO or I RSL Column access control. Five pins containing control and

L2,L3 COL4..COLO address information for column accesses.

S3, R3, R2, DQBS.. /0 RSL Data byte B. Nine pins which carry a byte of read or write data

P3, P2, N3, DQBO between the channel and the RDRAM.

N2, M3, M2

Table 1: Pin Descriptions
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Figure 3: 64/74Mbit Direct RDRAM Block Diagram
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General Description

Figure 3 is a block diagram of the 64/72Mbit Direct
RDRAM. It consists of two major blocks: a “core” block
built from banks and sense amps similar to those
found in other types of DRAM, and a Direct Rambus
interface block which permits an external controller to
access this core at up to 1.6GB/s.

Control Registers: The CMD, SCK, SI00, and SIO1
pins appear in the upper center of the figure. They are
used to write and read a block of control registers.
These registers supply the RDRAM configuration
information to a controller and they select the oper-
ating modes of the device. The nine bit REFR value is
used for tracking the last refreshed row. Most impor-
tantly, the five bit DEVID specifies the device address
of the RDRAM on the Channel.

Clocking: The CTM and CTMN pins (Clock-To-
Master) generate TCLK (Transmit Clock), the internal
clock used to transmit read data. The CFM and CFMN
pins (Clock-From-Master) generate RCLK (Receive
Clock), the internal clock signal used to receive write
data and to receive the ROW and COL pins.

DQA,DQB Pins: These 18 pins carry read (Q) and
write (D) data across the Channel. They are multi-
plexed/de-multiplexed from/to two 72-bit data paths
(running at one-eighth the data frequency) inside the
RDRAM.

Banks: The 8Mbyte core of the RDRAM is divided
into sixteen 0.5Mbyte banks, each organized as 512
rows, with each row containing 64 dualocts, and each
dualoct containing 16 bytes. A dualoct is the smallest
unit of data that can be addressed.

Sense Amps: The RDRAM contains 17 sense amp
arrays. Each sense amp consists of 512 bytes of fast
storage and can hold one-half of one row of one bank
of the RDRAM. The sense amp may hold any of the
512 half-rows of an associated bank. However, each
sense amp is shared between two adjacent banks of the
RDRAM (except for number 0 and number 15). This
introduces the restriction that adjacent banks may not
be simultaneously accessed.

RQ Pins: These pins carry control and address infor-
mation. They are broken into two groups. RQ7..RQ5
are also called ROW2..ROWO, and are used primarily
for controlling row accesses. RQ4..RQO are also called
COLA4..COLO, and are used primarily for controlling
column accesses.

ROW Pins: The principle use of these three pins is to
manage the transfer of data between the banks and the
sense amps of the RDRAM. These pins are de-multi-
plexed into a 24-bit ROWA (row-activate) or ROWR
(row-operation) packet.

COL Pins: The principle use of these five pins is to
manage the transfer of data between the DQA/DQB
pins and the sense amps of the RDRAM. These pins are
de-multiplexed into a 23-bit COLC (column-operation)
packet and either a 17-bit COLM (mask) packet or a 17-
bit COLX (extended-operation) packet.

ACT Command: An ACT (activate) command from
an ROWA packet causes one of the 512 rows of the
selected bank to be loaded to its two associated sense
amps.

PRER Command: A PRER (precharge) command
from an ROWR packet causes the selected bank to
release its two associated sense amps, permitting a
different row to be activated, or permitting adjacent
banks to be activated.

RD Command: The RD (read) command causes one
of the 64 dualocts of one of the sense amp arrays to be
transmitted on the DQA/DQB pins of the Channel.

WR Command: The WR (write) command causes a
dualoct received from the DQA/DQB data pins of the
Channel to be loaded into the write buffer. There is also
space in the write buffer for the BC bank address and C
column address information. The data in the write
buffer is automatically retired (written with optional
bytemask) to one of the 64 dualocts of one of the sense
amp arrays during a subsequent COP command. A
retire can take place during a RD or WR to another
device, or during a WR or NOCOP to the same device.
The write buffer will not retire during a RD to the same
device. The write buffer reduces the delay needed for
the internal DQA/DQB data path turn-around.

PREC Precharge: The RDA and WRA commands
are similar to RD and WR, except that a precharge
operation (PREC) is scheduled at the end of the data
transfer. These commands provide a second mecha-
nism for performing precharge.

PREX Precharge: After a RD command, or after a
WR command with no byte masking (M=0), a COLX
packet may be used to specify an extended operation
(XOP). The most important XOP command is PREX.
This command provides a third mechanism for
performing precharge.

Data Sheet
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Packet Format

Figure 4 shows the formats of the ROWA and ROWR
packets on the ROW pins. Table 2 describes the fields
which comprise these packets. DR4T and DR4F bits are
encoded to contain both the DR4 device address bit
and a framing bit which allows the ROWA or ROWR
packet to be recognized by the RDRAM.

The AV (ROWA/ROWR packet selection) bit distin-
guishes between the two packet types. Both the ROWA
and ROWR packet provide a five bit device address
and a four bit bank address. An ROWA packet uses the
remaining bits to specify a nine bit row address, and
the ROWR packet uses the remaining bits for an eleven
bit opcode field. Note the use of the “RsvX” notation to
reserve bits for future address field extension.

Table 2: Field Description for ROWA Packet and ROWR Packet

Field Description

DRAT,DR4F Bits for framing (recognizing) a ROWA or ROWR packet. Also encodes highest device address bit.
DR3..DR0 Device address for ROWA or ROWR packet.

BR3..BR0O Bank address for ROWA or ROWR packet. RsvB denotes bits reserved for future address extension.
AV Selects between ROWA packet (AV=1) and ROWR packet (AV=0).

R8..R0O Row address for ROWA packet. RsvR denotes bits reserved for future row address extension.
ROP10..ROPO Opcode field for ROWR packet. Specifies precharge, refresh, and power management functions.

Figure 4 also shows the formats of the COLC, COLM,
and COLX packets on the COL pins. Table 3 describes
the fields which comprise these packets.

The COLC packet uses the S (Start) bit for framing. A
COLM or COLX packet is aligned with this COLC
packet, and is also framed by the S bit.

The 23 bit COLC packet has a five bit device address, a
four bit bank address, a six bit column address, and a
four bit opcode. The COLC packet specifies a read or
write command, as well as some power management
commands.

The remaining 17 bits are interpreted as a COLM
(M=1) or COLX (M=0) packet. A COLM packet is used
for a COLC write command which needs bytemask
control. The COLM packet is associated with the
COLC packet from a time tgrg earlier. An COLX
packet may be used to specify an independent
precharge command. It contains a five bit device
address, a four bit bank address, and a five bit opcode.
The COLX packet may also be used to specify some
housekeeping and power management commands.
The COLX packet is framed within a COLC packet but
is not otherwise associated with any other packet.

Table 3: Field Description for COLC Packet, COLM Packet, and COLX Packet

Field Description

S Bit for framing (recognizing) a COLC packet, and indirectly for framing COLM and COLX packets.
DC4..DCO Device address for COLC packet.

BC3..BCO Bank address for COLC packet. RsvB denotes bits reserved for future bank address extension.
C5..C0 Column address for COLC packet. RsvC denotes bits reserved for future column address extension.
COP3..COPO Opcode field for COLC packet. Specifies read, write, precharge, and power management functions.
M Selects between COLM packet (M=1) and COLX packet (M=0).

MA7..MAO0 Bytemask write control bits. 1=write, 0=no-write. MAO controls earliest byte on DQAS..0.
MB7..MBO0 Bytemask write control bits. 1=write, 0=no-write. MBO controls earliest byte on DQBS..0.

DX4..DX0 Device address for COLX packet.

BX3..BX0 Bank address for COLX packet. RsvB denotes bits reserved for future bank address extension.
XOP4..XOP0O Opcode field for COLX packet. Specifies precharge, I, control, and power management functions.

Page 6
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Field Encoding Summary

Table 4 shows how the six device address bits are
decoded for the ROWA and ROWR packets. The DRAT
and DR4F encoding merges a fifth device bit with a
framing bit. When neither bit is asserted, the device is

not selected. Note that a broadcast operation is indi-
cated when both bits are set. Broadcast operation
would typically be used for refresh and power
management commands. If the device is selected, the
DM (DeviceMatch) signal is asserted and an ACT or
ROP command is performed.

Table 4: Device Field Encodings for ROWA Packet and ROWR Packet

DRAT DRA4F Device Selection Device Match signal (DM

1 1 All devices (broadcast) DM ==1

0 1 One device selected DM ==1if {DEVID4..DEVIDO0} == {0,DR3..DR0} else DM =0
1 0 One device selected DM ==1if {DEVID4..DEVIDO0} == {1,DR3..DR0} else DM =0
0 0 No packet present DM ==
a. “/=" means not equal, “==" means equal.

Table 5 shows the encodings of the remaining fields of
the ROWA and ROWR packets. An ROWA packet is
specified by asserting the AV bit. This causes the speci-
fied row of the specified bank of this device (the device
with DM asserted) to be loaded into the two associated
sense amps.

An ROWR packet is specified when AV is not asserted.
An 11 bit opcode field encodes a command for one of
the banks of this device. The PRER command causes a
bank and its two associated sense amps to precharge,
so another row or an adjacent bank may be activated.

The REFA (refresh-activate) command is identical to
the ACT command, except the row address comes
from an internal register REFR. The REFP (refresh-
precharge) command is identical to a PRER command
except that REFR is incremented at the largest bank
address.

The NAPR, NAPRC, PDNR, and RLXR commands are
used for managing the power dissipation of the
RDRAM. They are described in more detail in “Power
State Management” on page 34.

Table 5: ROWA Packet and ROWR Packet Field Encodings

DM | AV ROP10..ROPO Field Command | Command Description

: 1009 (8 |7 |6 |5 [4 |3 |210 |Name

0 X X [X X X X [X X |X [XxX - No operation.

1 1 X [x |x |x |x |x [x [x |[xxx [ACT Activate row R8..R0 of bank BR3..BRO of this device.

1 0 1 |1 |0 X 000 PRER Precharge bank BR3..BRO of this device.

1 0 0 |0 |0 (1 |1 0 000 REFA Refresh (activate) row REFR8..REFRO0 of bank BR3..BR0
of this device.

1 0 1 (0 [1 |0 |1 0 000 REFP Precharge bank BR3..BRO of this device and increment
REFR if BR3..BRO = 1111.

1 0 X [(x |0 |0 |0 1 000 PDNR PowerDown this device.

1 0 X |x |0 [0 |O 0 000 NAPR NapDown this device.

1 0 X [(x |0 |0 |0 1 000 NAPRC NapDown this device conditionally.

1 0 X [x |x |x |x X 000 RLXR Relax this device.

1 0 0 |0 |0 (0 |O 0 000 NOROP | No operation.

a. The DM (Device Match signal) value is determined by the DRAT,DR4F, DR3..DRO field of the ROWA and ROWR packets. See Table 4.
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Table 6 shows the COP field encoding. The COLC
packet is used primarily to specify RD (read) and WR
(write) commands. Retire operations (moving data
from the write buffer to a sense amp) happen automat-
ically. See Figure 18 for a more detailed description.

The COLC packet can also specify a PREC command,
which precharges a bank and its associated sense
amps. The RDA/WRA commands are equivalent to a
RD/WR followed by a PREC. RLXC (relax) performs a
power mode transition. See “Power State Manage-

ment” on page 34.

Table 6: COLC Packet Field Encodings

S |DC4..DCO COP |COP |COP | COP | Command | Command Description
(selects one device) 3 2 1 0 Name

0 | XXXXX X X X X - No operation.

1 |/=(DEVID4..DEVIDO0) |x X X X - Retire write buffer of this device.

1 |==(DEVID4..DEVIDO0) |x 0 0 0 NOCOP Retire write buffer of this device.

1 |==(DEVID4..DEVIDO0) |x 0 0 1 WR Retire write buffer of this device, then write column
C5..C0 of bank BC3..BCO to the write buffer.

1 |==(DEVID4..DEVID0O) |x 0 1 0 RSRV Reserved, no operation.

1 |==(DEVID4..DEVID0) |x 0 1 1 RD Read column C5..CO0 of bank BC3..BCO of this device.

1 |==(DEVID4..DEVID0O) |x 1 0 0 PREC Retire write buffer of this device, then precharge bank
BC3..BCO.

1 |==(DEVID4..DEVIDO0) |x 1 0 1 WRA Same as WR, but precharge bank BC3..BCO after the
write buffer (with new data) of this device is retired.

1 |==(DEVID4..DEVID0) |x 1 1 0 RSRV Reserved, no operation.

1 |==(DEVID4..DEVID0O) |x 1 1 1 RDA Same as RD, but precharge bank BC3..BCO afterward.

1 |==(DEVID4..DEVIDO) |1 X X X RLXC Relax this device.

Table 7 shows the COLM and COLX field encodings.
The M bit is asserted to specify a COLM packet with
two 8 bit bytemask fields MA and MB. If the M bit is
not asserted, an COLX is specified. It has device and
bank address fields, and an opcode field. The primary
use of the COLX packet is to permit an independent

PREX (precharge) command to be specified without
consuming control bandwidth on the ROW pins. It is
also used for the CAL (calibrate) and SAM (sample)
current control commands (see Figure 37), and for the
RLXX power mode command (see “Power State
Management” on page 34).

Table 7. COLM Packet and COLX Packet Field Encodings

M | DX4 .. DX0 ) XOP | XOP | XOP | XOP | XOP | Command Command Description
(selects one device) 4 3 2 1 0 Name

1 | XxXxxx X X X X X MSK MB/MA bytemasks used by WR/WRA.

0 |/=(DEVID4..DEVIDO) |x X X X X - No operation.

0 |==(DEVID4..DEVIDO) |0 0 0 0 0 NOXOP No operation.

0 |==(DEVID4..DEVIDO) |1 X X X 0 PREX Precharge bank BX3..BX0 of this device.

0 |==(DEVID4..DEVIDO) |x 1 X X 0 CAL Calibrate (drive) 1o, current for this device.
0 |==(DEVID4..DEVIDO) |x X 1 X 0 SAM Sample (update) I, current for this device.
0 |==(DEVID4..DEVIDO) |x X X 1 0 RLXX Relax this device.

0 |==(DEVID4..DEVIDO) |x X X X 1 RSRV Reserved, no operation.
Data Sheet Last Modified on 3/12/98 Page 9
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DQ Packet Timing

Figure 5 shows the timing relationship of COLC
packets with D and Q data packets. This document
uses a specific convention for measuring time intervals
between packets: all packets on the ROW and COL
pins (ROWA, ROWR, COLC, COLM, COLX) use the
trailing edge of the packet as a reference point, and all
packets on the DQA/DQB pins (D and Q) use the
leading edge of the packet as a reference point.

An RD or RDA command will transmit a dualoct of
read data Q a time tcac later. This time includes one
cycle of round-trip propagation delay on the Channel.
A static, programmed delay tgp y (equal to 0, 1, or 2
tcveLes depending upon the number of devices on the
Channel) is added to tcac to give the total RD-to-Q
delay. See Figure 30 for more information.

AWR or WRA command will receive a dualoct of
write data D a time tc\yp later. This time does not
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include the round-trip propagation time of the
Channel since the COLC and D packets are traveling in
the same direction.

When a Q packet follows a D packet (shown on the left
side of the figure), a gap will appear on the DQA/DQB
pins that is equal or greater than the round-trip delay.
The round-trip delay will be 1, 2, or 3 cycles,
depending upon the number of devices on the
Channel. Because the tqyyp value is less than the
tcacHtrpLy Value, this will be automatically satisfied.
When a WR is immediately followed by a RD on the
COL pins, a gap of tcacttrpLy-tewp Will appear
between the D packet and the Q packet.

When a D packet follows a Q packet (shown on the
right side of the figure), no gap on the DQA/DQB pins
is needed. Because the tcyyp value is less than the
tCAC+tRDLY Value, agap of tCAC+tRDLY-tCWD or greater
must be inserted between the RD command and the
WR command on the COL pins.

24T25 Tos T27 T28T29 Tao Tar T32Tas Taa Tas TagTar Tas Tao TaoTar Taz Taz TaaTas Tag Tar

TRt
xteactroLy:town
S wra

tcacttrDLY

B
Q
>
2

S =
w)

i [
= S )

Figure 5. Read (Q) and Write (D) Data Packet - Timing for tgp y = 0,1, or 2 tcycLE

COLM Packet to D Packet Mapping

Figure 6 shows a write operation initiated by a WR
command in a COLC packet. If a subset of the 16 bytes
of write data are to be written, then a COLM packet is
transmitted on the COL pins a time tgyg after the
COLC packet containing the WR command. The M bit
of the COLM packet is set to indicate that it contains
the MA and MB mask fields. Note that this COLM
packet is aligned with the COLC packet which causes
the write buffer to be retired. See Figure 18 for more
details.

If all 16 bytes of the D data packet are to be written,
then no further control information is required. The
packet slot that would have been used by the COLM

packet (tgTgr after the COLC packet) is available to be
used as an COLX packet. This could be used for a
PREX precharge command or for a housekeeping
command (this case is not shown). The M bit is not
asserted in an COLX packet and causes all 16 bytes of
the previous WR to be written unconditionally. Note
that a RD command will never need a COLM packet,
and will always be able to use the COLX packet option.

The figure also shows the mapping between the MA
and MB fields of the COLM packet and bytes of the D
packet on the DQA and DQB pins. Each mask bit
controls whether a byte of data is written (=1) or not
written (=0).

Page 10
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( coLMPacket ) C D Packet )
o Ty T T T T To | Ta | T
cTMiCFMI | | | | [T cTmicem i | | | | [
| | Y | Y | \ 4 | | | \ 4 | Y | \ 4 |
| f | l. ‘.' ‘.!. \,' .|.' y .|. \. ~.|
coL4 | MA7 MA5MA3 MA1 | DQB8 | Dpes | DB17} DB26 DBBSlDB45'DBS3lDBGZ DB71
I | | | : ! : ! : ! : |
CcoL3 | M=1IMA6 MA4MA2 MAQ | DQB7 | DB7 |DB16, DB25} DB34} DB44 | DB52 | DB61 | DB70 |
I ! | A
coLz2 | MB7 MB4|MBl | | : I ' I ' I ' | ' |
| I I | R N PR S [ - —
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| | | ! : I ' I ' : ' !
COLo0 | MB5MB2 | | DQBO0 . DBO : DBY : DB18: DB27 1 DB36 + DB45 1 DB54 DB63 »
[} [} ] ] ] ] [} ] ]
| | I : : L
> ' MBO! MB1} MB2' MB3] MB4' MB5] MB6: MB7
Each bit of the MB7..MBO field Rt R Rt N R
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(=0) of the indicated DB bits when | I I I I
the M bit of the COLM packet is one. " N '—‘J,'—‘ ,—~‘L,—~ ¢—~‘L¢—~ . “I
When M1, the MA and MB DQAS8 i Das -DA17 DA26 DA35-DA45-DA53-DA62 DA71:
ields control writing of A '
individual data bytes. I ' ' ' ' ' ' ' I
When M=0, all data bytes are ! ' v v " ' '
written unconditionally. DQAT | DA7 |DA16]DA25; DA34 ] DA44] DA52} DA61] DATO]
. 4@
' | 5 : : : : 5 : |
R PN iy —
DQA1 | DAL | DA10] DA19] DA28| DA3T | DA46] DAS5 | DAG4 ]
. . | S S Sy sy S S s
Each bit of the MA7.MAOfield ~ DQAOQ | DA0; DAY | DA18, DA27) DA36, DA45, DAS4, DAG3 )
controls writing (=1) or no writing i . A . . . . . 1
(=0) of the indicated DA bits when ' f ' ' ' f ' '
the M bit of the COLM packet is one. ! ' ' ' ' ' ' i
> ' MAO! MAL! MA2! MA3! MA4! MA5! MA6' MAT!

Figure 6: Mapping Between COLM Packet and D Packet for WR Command
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ROW-to-ROW Packet Interaction

ToTy T2 T3 TgTs Te T7 Tg To Tio T T12T13 Tag Tis T1eTa7 Tag Tag

CTM/CFM

¢—————— tRRDELA
rRoOPb bo ¥\ VI

ROW2
..ROWO

coL4
.COLO

DQAS..0
DQBS..0

Transaction a: ROPa
Transaction b: ROPb

b0= {Db,Bb,Rb}
Figure 7: ROW-to-ROW Packet Interaction- Timing

Figure 7 shows two arbitrary packets on the ROW pins
separated by an interval tgrpg Ay that depends upon
the command and addresses in the packets. No other
ROW packets are sent to banks {Ba,Ba+1,Ba-1} between
packet “a” and packet “b” unless noted otherwise.
Table 8 summarizes the trrpgay Values for all
possible cases.

Cases RR1 through RR4 show two successive ACT
commands. Figure 11 shows an example of these cases.
In case RR1, there is essentially no restriction since the
ACT commands are to different devices. In case RR2,
the tgR restriction applies to the same device with non-
adjacent banks (which do not share sense amps). Cases
RR3 and RR4 are illegal since bank Ba needs to be
prEChaI'QEd. If a PRER Ba is insertEd, tRRDELAY is tRC
(tras to the PRER command, and tgp to the next ACT).

Cases RR5 through RR8 show an ACT command
followed by a PRER command. In cases RR5 and RR6,
there are essentially no restrictions since the
commands are to different devices or to non-adjacent
banks of the same device. Case RR7 is illegal unless a
PRER Ba command is inserted, in which case the effec-
tive trrpELAY IS tRas: IN case RR8, the tgyag restriction
means the activated bank must wait before it can be
precharged. Figure 11 and Figure 12 show these cases.

Cases RR9 through RR12 show a PRER command
followed by an ACT command. In cases RR9 and RR10,
there are essentially no restrictions since the
commands are to different devices or to non-adjacent
banks of the same device. In cases RR11 and RR12, the
same and adjacent banks must all wait tgp for the sense
amp and bank to precharge before being activated.
Figure 11 and Figure 13 show these cases.

Table 8: ROW-to-ROW Packet Interaction - Rules

Case # [|[ROPa |Da Ba Ra ROPb | Db Bb Rb  [|trRrDELAY

RR1 ACT Da Ba Ra ACT /=Da | Xxxx X. X ||thaCKET

RR2 ACT Da Ba Ra ACT ==Da |/={BaBa+l,Ba-1} X.X ||trr

RR3 ACT Da Ba Ra ACT ==Da |=={Bat+l,Ba-1} X.X ||trc - Needs PRER Ba first, however
RR4 ACT Da Ba Ra ACT ==Da |=={Ba} X.X ||trc - Needs PRER Ba first, however
RR5 ACT Da Ba Ra PRER |[/=Da |xxxx X. X ||thacKET

RR6 ACT Da Ba Ra PRER |==Da |/={BaBa+l,Ba-1} X. X ||thacKET

RR7 ACT Da Ba Ra PRER |[==Da |=={Ba+l,Ba-1} X.X ||tras- Needs PRER Ba first, however
RR8 ACT Da Ba Ra PRER |==Da |=={Ba} X.X ||tras

RR9 PRER |[Da Ba Ra ACT /=Da | Xxxx X. X ||thaCKET

RR10 ||PRER |Da Ba Ra ACT ==Da |/={Ba,Ba+l,Ba-1} X. X ||thacKET

RR11 ||PRER |Da Ba Ra ACT ==Da |=={Ba+1,Ba-1} X.X ||trp

RR12 ||PRER |Da Ba Ra ACT ==Da |=={Ba} X. X ||trp

RR13 ||[PRER |Da Ba Ra PRER |[/=Da |xxxx X. X ||thaCKET

RR14 PRER |[Da Ba Ra PRER |[==Da |/={BaBa+l1,Ba-1} X.X ||tpp

RR15 ||[PRER |Da Ba Ra PRER |==Da |=={Ba+l1,Ba-1} X.X ||tpp

RR16 ||PRER |Da Ba Ra PRER |[(==Da |==Ba X.X ||tpp

Page 12
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ROW-to-ROW Interaction - continued

Cases RR13 through RR16 summarize the combina-
tions of two successive PRER commands. In case RR13
there is no restriction since two devices are addressed.
In RR14, tpp applies, since the same device is
addressed. In RR15 and RR16, the same bank or an
adjacent bank may be given repeated PRER commands
with only the tpp restriction. Figure 13 shows RR13 and
RR14.

A ROW packet may contain commands other than
ACT or PRER. The REFA and REFP commands are
equivalent to ACT and PRER for interaction analysis
purposes. The interaction rules of the NAPR, NAPRC,
PDNR, and RLXR commands are discussed in a later
section.

ROW-to-COL Packet Interaction

Figure 8 shows two arbitrary packets on the ROW and
COL pins. They must be separated by an interval
trepeLay Which depends upon the command and
address values in the packets. Table 9 summarizes the
trepeLay Values for all possible cases. Note that if the
COL packet is earlier than the ROW packet, it is
considered a COL-to-ROW packet interaction.

Cases RC1 through RC5 summarize the rules when the
ROW packet has an ACT command. Figure 16 and
Figure 17 show examples of RC5 - an activation
followed by a read or write. RC4 is an illegal situation,
since a read or write of a precharged banks is being
attempted (remember that for a bank to be activated,

adjacent banks must be precharged). In cases RC1,
RC2, and RC3, there is no interaction of the ROW and
COL packets.

ToTi T Ts T4 Ts To T7 TgTo Tio T T1oTus Taa Tas T16Tar Tag Tog ~

CTM/CFM

ROW2
..ROWO

coL4
.COLO

DQAS..0
DQBS..0

Transaction a: ROPa
Transaction b: COPb

a0 = {Da,Ba,Ra}
b1={Db,Bb,Cb1}

Figure 8: ROW-to-COL Packet Interaction- Timing

Cases RC6 through RC8 summarize the rules when the
ROW packet has a PRER command. There is either no
interaction (RC6 through RC9) or an illegal situation
with a read or write of a precharged bank (RC9).

The COL pins can also schedule a precharge operation
with a RDA, WRA, or PREC command ina COLC
packet or a PREX command in a COLX packet. The
constraints of these precharge operations may be
converted to equivalent PRER command constraints
using the rules summarized in Figure 15.

Table 9: ROW-to-COL Packet Interaction - Rules

Case # [|[ROPa |Da Ba Ra COPDb Db Bb Cbl ||trcDELAY
RC1 ACT Da Ba Ra NOCOPRD,WR /=Da XXXX X..X 0

RC2 ACT Da Ba Ra NOCOP ==Da XXXX X..X 0

RC3 ACT Da Ba Ra RD,WR ==Da /={Ba,Ba+1,Ba-1} |[x.X 0

RC4 ACT Da Ba Ra RD,WR ==Da =={Ba+1,Ba-1} X..X Illegal
RC5 ACT Da Ba Ra RD,WR ==Da ==Ba X..X trep

RC6 PRER |Da Ba Ra NOCOPRD,WR /=Da XXXX X..X 0

RC7 PRER |[Da Ba Ra NOCOP ==Da XXXX X..X 0

RC8 PRER |Da Ba Ra RD,WR ==Da /={Ba,Ba+1,Ba-1} |[x.X 0

RC9 PRER |[Da Ba Ra RD,WR ==Da =={Ba+1,Ba-1} X..X lllegal
Data Sheet Last Modified on 3/12/98 Page 13
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COL-to-COL Packet Interaction
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ROW2
..ROWO

© 1 toepeLAY
COPaal § COPb bl

coL4
.COLO

DQAS..0
DOBS..0

al ={Da,Ba,Cal}
bl ={Db,Bb,Ch1}
cl ={Dc,Bc,Ccl}

Transaction a: COPa
Transaction b: COPb
Transaction c: COPc

Figure 9: COL-to-COL Packet Interaction- Timing

Figure 9 shows three arbitrary packets on the COL
pins. Packets “b” and “c” must be separated by an
interval tccpg ay Which depends upon the command
and address values in all three packets. Table 10
summarizes the tccpgay Values for all possible cases.

Cases CCL1 through CC5 summarize the rules for every
situation other than the case when COPb is a WR
command and COPc is a RD command. In CC3, when
a RD command is followed by a WR command, a gap
of tcacHtrpLy-tewp Must be inserted between the two
COL packets. See Figure 5 for more explanation of why

this gap is needed. For cases CC1, CC2, CC4, and CCS5,
there is no restriction (tccpgLay IS tce)-

In cases CC6 through CC10, COPb is a WR command
and COPc is a RD command. The tccpgay Value
needed between these two packets depends upon the
command and address in the packet with COPa. In
particular, in case CC6 when there is WR-WR-RD
command sequence directed to the same device, a gap
will be needed between the packets with COPb and
COPc. The gap will need a COLC packet with a
NOCOP command directed to any device in order to
force an automatic retire to take place. Figure 19 (right)
provides a more detailed explanation of this case.

In case CC10, there is a RD-WR-RD sequence directed
to the same device. If a prior write to the same device is
unretired when COPa is issued, then a gap will be
needed between the packets with COPb and COPc as
in case CC6. The gap will need a COLC packet with a
NOCOP command directed to any device in order to
force an automatic retire to take place.

Cases CC7, CC8, and CC9 have no restriction
(tccpELAY 1S teo)-

For the purposes of analyzing COL-to-ROW interac-
tions, the PREC, WRA, and RDA commands of the
COLC packet are equivalent to the NOCOP, WR, and
RD commands. These commands also cause a
precharge operation PREC to take place. This
precharge may be converted to an equivalent PRER
command on the ROW pins using the rules summa-
rized in Figure 15.

Table 10: COL-to-COL Packet Interaction - Rules

Case # ||[COPa Da Ba Cal||COPb Db |Bb |Cbl||COPc Dc Bc Ccl ||tccpELAY
CC1 XXXX XXXXX [X.X [X.X [[NOCOP |Db |Bb |Cbl||xxxx XXXXX [ X.X | X.X ||tce

CccC2 XXXX XXXXX [X.X [X.X [[RDWR [Db |Bb |Cbl||NOCOP |XXXXX [X.X |X.X ||tcc

CC3 XXXX XXXXX | X.X [X.X [|RD Db |Bb [Cbl||WR XXXXX [ X.X | X.X |[tcctteactrRoOLY-towD
CC4 XXXX XXXXX | X.X [X.X [|RD Db |Bb |[Cbl||RD XXXXX [ X.X | X.X ||tce

CC5 XXXX XXXXX [ X.X [ X.X [[WR Db |Bb |[Cbl||WR XXXXX [ X.X | X.X ||tce

CC6 WR ==Db | x X.X [[WR Db |Bb |[Cbl||RD ==Db|x.X [X.X ||trTr

CC7 WR ==Db | x X.X [[WR Db |Bb |[Cbl||RD /=Db |x.X |X.X ||tcc

CCs8 WR /=Db |X X.X [[WR Db |Bb |[Cbl||RD ==Db|x.X [X.X ||tcc

CC9 NOCOP |==Db | x X.X |[|WR Db |Bb Cbl||RD ==Db|x.X [X.X ||tcc

CC10 ||RD ==Db | x X.X [[WR Db |Bb |[Cbl||RD ==Db |Xx.X |X.X |[tccoOrtgrr?

a. If the write buffer was full from an earlier WR command, and had not been retired when COPa=RD is executed, tccpgay Will be con-

strained by the tgrg parameter. Otherwise, the tcc parameter will apply.
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Figure 10: COL-to-ROW Packet Interaction- Timing

Figure 10 shows arbitrary packets on the COL and
ROW pins. They must be separated by an interval
tcrpeLAy Which depends upon the command and
address values in the packets. Table 11 summarizes the
tcrpeLAy Value for all possible cases.

Cases CR1, CR2, CR3, and CR9 show no interaction
between the COL and ROW packets, either because
one of the commands is a NOP or because the packets
are directed to different devices or to non-adjacent
banks.

Case CR4 is illegal because an already-activated bank
is to be re-activated without being precharged Case
CR5 is illegal because an adjacent bank can’t be acti-
vated or precharged until bank Ba is precharged first.

In case CR6, the COLC packet contains a RD
command, and the ROW packet contains a PRER
command for the same bank. The tgpp parameter spec-
ifies the required spacing.

Likewise, in case CR7, the COLC packet causes an
automatic retire to take place, and the ROW packet
contains a PRER command for the same bank. The tgrp
parameter specifies the required spacing.

Case CR8 is labeled “Hazardous” because a WR
command should always be followed by an automatic
retire before a precharge is scheduled. Figure 20 shows
an example of what can happen when the retire is not
able to happen before the precharge.

For the purposes of analyzing COL-to-ROW interac-
tions, the PREC, WRA, and RDA commands of the
COLC packet are equivalent to the NOCOP, WR, and
RD commands. These commands also cause a
precharge operation to take place. This precharge may
converted to an equivalent PRER command on the
ROW pins using the rules summarized in Figure 15.

A ROW packet may contain commands other than
ACT or PRER. The REFA and REFP commands are
equivalent to ACT and PRER for interaction analysis
purposes. The interaction rules of the NAPR, PDNR,
and RLXR commands are discussed in a later section.

Table 11: COL-to-ROW Packet Interaction - Rules

Case # ||[COPa Da Ba Cal ROPDb Db Bb Rb tcRDELAY
CR1 NOCOP Da Ba Cal X..X XXXXX XXXX X..X 0

CR2 RD/WR Da Ba Cal X..X /=Da XXXX X..X 0

CR3 RD/WR Da Ba Cal X..X ==Da /={Ba,Ba+1,Ba-1} |x.Xx 0

CR4 RD/WR Da Ba Cal ACT ==Da =={Ba} X..X Illegal
CR5 RD/WR Da Ba Cal X..X ==Da =={Ba+1,Ba-1} X..X Illegal
CR6 RD Da Ba Cal PRER ==Da ==Ba X..X trpp

CR7 retire? Da Ba Cal PRER ==Da ==Ba X..X trTp

CR8 WR Da Ba Cal PRER ==Da ==Ba X..X 0P

CR9 XXXX Da Ba Cal NOROP XXXXX XXXX X..X 0

a. This is any command which permits the write buffer of device Da to retire (see Table 6). “Ba” is the bank address in the write buffer.
b. This situation is hazardous because the write buffer will be left unretired while the targeted bank is precharged. See Figure 20.
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ROW-to-ROW Examples

Figure 11 shows examples of some of the the ROW-to-
ROW packet spacings from Table 8. A complete
sequence of activate and precharge commands is
directed to a bank. The RR8 and RR12 rules apply to
this sequence. In addition to satisfying the tgag and tgp
timing parameters, the separation between ACT

Advance Information Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

commands to the same bank must also satisfy the tgc
timing parameter (RR4).

When a bank is activated, it is necessary for adjacent
banks to remain precharged. As a result, the adjacent
banks will also satisfy parallel timing constraints; in
the example, the RR11 and RR3 rules are analogous to
the RR12 and RR4 rules.

a0 = {Da,Ba,Ra}
Same Device Same Bank RR8 al ={Da,Ba}
Same Device Adjacent Bank RR3 b0 = {Da,Ba+1,Rb}
Same Device Same Bank RR4 b0 = {Da,Ba,Rb}
Same Device Adjacent Bank RR11 b0 = {Da,Ba+1,Rb}
r Same Device Same Bank RR12 b0 = {Da,Ba,Rb}

To Ti|T2 T3 Ty Ts To Tz Tg To Tio\Tus T1gfT1s Tua[Tis T16T17 Tas Tao T20To1 To2 Tos T24Tos To6 Tor T28Tho Tho Tar T32Ta3 Tas Tas T36Ta7 Tag Tag T40Tar Taz Tas TaaTas Tas Ta
crmicen UL EIEI::.:::::::: VAR
jarccvw kil 1) FR (00101 ¥R 101 RRRRROSVRRRRA0) e 1) 1 ¥ i TV ARGV ORARRACY
.ROWO . MULUUU UL,
oo T TN
..COLO.........................v.v................
L [ Rag T A e I I I R
DoBo-0 LML N il
DOB8.0 . . L 1
— {rc >

Figure 11: Row Packet Example

Figure 12 shows examples of the ACT-to-ACT (RRO,
RR1) and ACT-to-PRER (RR5, RR6) command spacings
from Table 8. In general, the commands in ROW
packets may be spaced an interval tppckeT apart

unless they are directed to the same or adjacent banks
or unless they are a similar command type (both PRER
or both ACT) directed to the same device.

a0 = {Da,Ba,Ra}
Different Device Any Bank RR1 b0 ={Db,Bb,Rb}
Same Device Non-adjacent Bank | RR2 c0 = {Da,Bc,Rc}
Different Device Any Bank RR5 b0 = {Db,Bb,Rb}
[— Same Device Non-adjacent Bank | RR6 c0 ={Da,Bc,Rc}
.TD .Tl T, .Ta .TA .Ts Te .Tv 'TB‘ .Tu.TlZ.TE ITz7'Tzs.ng LY .T31 IT32.T33.T34.T35.T3§ ITSQ'T49TA1 Taz Tas Ta4Tas Tag Taz

ROW2 ACTa0 | ACT b0 X} O< ACT a0 PRER b0 m PRER c0
.ROWO | ) ) ‘ )

tACKET[e—Yp| | ' e ¢ e teacker | M toackeT
|-COL0 " ' ' { 4 4 i ) 0 h L L 4 4 4 | ' ' { 4 4 4 ) 0 h " L L i i U " " il il 4 I I " " U L L i i "
DOB8.0 | W (XXXXXXXXXXXXXXXXXXXXXXXXXXX! §XXXXXXXX)(X)(X)(XWXX) W WA

Figure 12: Row Packet Example
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Figure 13 shows examples of the PRER-to-PRER
(RR13, RR14) and PRER-to-ACT (RR9, RR10)
command spacings from Table 8. The RR15 and RR16
cases (PRER-to-PRER to same or adjacent banks) are
not shown, but are similar to RR14. In general, the

commands in ROW packets may be spaced an interval
tpackeT apart unless they are directed to the same or
adjacent banks or unless they are a similar command
type (both PRER or both ACT) directed to the same
device.

a0 = {Da,Ba,Ra}

Different Device Any Bank RR13 | b0={Db,Bb,Rb}
Same Device Non-adjacent Bank | RR14 c0 = {Da,Bc,Rc}
Different Device Any Bank RR9 b0 = {Db,Bb,Rb}
Same Device Non-adjacent Bank | RR10 c0 ={Da,Bc,Rc}

—

TuT1oTis
s

T30 Ta1 T32Tas Tas Tas Tae Ta9 T40Ta1| Taz Taz TaaTas Tag Tar
Tt VN

ROW2 PRER a0 Ra0 | ACT b0 )O O( PRER a0 | ACT c0
.ROWO | | ‘ :
tPACKET L] | feL ¢ —HtpackeT | ME——tpackeT
-.COLO " ' ' { 4 4 i ) 0 h L L 4 4 4 | ' I l l { 4 I I I " " U L L i i "
DQAS..0 I MYV VTV Y APV
DOBS.0 LALLM DA DAL LLUA VUL WAL

Figure 13: Row Packet Examples

Row and Column Cycle Description

Activate: A row cycle begins with the activate (ACT)
operation. The activation process is destructive; the act
of sensing the value of a bit in a bank’s storage cell
transfers the bit to the sense amp, but leaves the orig-
inal bit in the storage cell with an incorrect value.

Restore: Because the activation process is destructive,
a hidden operation called restore is automatically
performed. The restore operation rewrites the bits in
the sense amp back into the storage cells of the acti-
vated row of the bank.

Read/Write: While the restore operation takes place,
the sense amp may be read (RD) and written (WR)
using column operations. If new data is written into
the sense amp, it is automatically forwarded to the
storage cells of the bank so the data in the activated
row and the data in the sense amp remain identical.

Precharge: When both the restore operation and the
column operations are completed, the sense amp and
bank are precharged (PRE). This leaves them in the
proper state to begin another activate operation.

Intervals: The activate operation requires the interval
trcp, min to complete. The hidden restore operation
requires the interval tgas min - trep,min t0 complete.
Column read and write operations are also performed
during the tgas min - trep,min interval (if more than
about four column operations are performed, this
interval must be increased). The precharge operation
requires the interval tgp\n to complete.

Adjacent Banks: An RDRAM with a “d” designation
(256Kx16dx16/18) indicates it contains “doubled
banks”. This means the sense amps are shared between
two adjacent banks. The only exception is that sense
amp 0 and sense amp 15 are not shared. When a row in
a bank is activated, the two adjacent sense amps are
connected to (associated with) that bank and are not
available for use by the two adjacent banks. These two
adjacent banks must remain precharged while the
selected bank goes through its activate, restore,
read/write, and precharge operations.

For example (referring to the block diagram of

Figure 3), if bank 5 is accessed, sense amp 4/5 and
sense amp 576 will both be loaded with one of the 512
rows (with 512 bytes loaded into each sense amp from
the 1Kbyte row). While this row from bank 5 is being
accessed, no rows may be accessed in banks 4 or 6
because of the sense amp sharing.
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Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

Precharge Mechanisms

Figure 14 shows an example of precharge with the
ROWR packet mechanism. The PRER command must

occur a time tgag after the ACT command, and a time
trp before the next ACT command. This timing will
serve as a baseline aginst which the other precharge
mechanisms can be compared.

a0 = {Da,Ba,Ra}
a5 ={Da,Ba}
b0 = {Da,Ba,Rb}

ToTi To T3 Ty Ts Te T7 Tg To Tio T1i T12T13 Taa Tas T1eTar Tus Tao To0T21 To2 Tos T24Tos Too Tor T28T20 T30 a1 T32Tas Tas Tas TagTar Tag Tag TaoTar Taz Tag TaaTas Tas Ta

CTMICEM LI

ROW2 ACT a0

..ROWO

coL4 '
.COLO

%

DQAS..0
DQBS..0

it ummumuummmumwmmumumuumm il If

Figure 14: Precharge via PRER Command in ROWR Packet

Figure 15 (top) shows an example of precharge with a
RDA command. A bank is activated with an ROWA
packet on the ROW pins. Then, a series of four
dualocts are read with RD commands in COLC
packets on the COL pins. The fourth of these
commands is a RDA, which causes the bank to auto-
matically precharge when the final read has finished.
The timing of this automatic precharge is equivalent to
a PRER command in an ROWR packet on the ROW
pins that is offset a time tgpep from the COLC packet
with the RDA command. The RDA command should
be treated as a RD command in a COLC packet as well
as a simultaneous (but offset) PRER command in an
ROWR packet when analyzing interactions with other
packets.

Figure 15 (middle) shows an example of precharge
with a WRA command. As in the RDA example, a
bank is activated with an ROWA packet on the ROW
pins. Then, two dualocts are written with WR
commands in COLC packets on the COL pins. The
second of these commands is a WRA, which causes the
bank to automatically precharge when the final write
has been retired. The timing of this automatic
precharge is equivalent to a PRER command in an
ROWR packet on the ROW pins that is offset a time
torpp from the COLC packet that causes the automatic
retire. The WRA command should be treated as a WR
command in a COLC packet as well as a simultaneous

(but offset) PRER command in an ROWR packet when
analyzing interactions with other packets. Note that
the automatic retire is triggered by a COLC packet a
time tgr after the COLC packet with the WR
command unless the second COLC contains a RD
command to the same device. This is described in more
detail in Figure 18.

Figure 15 (bottom) shows an example of precharge
with a PREX command in an COLX packet. A bank is
activated with an ROWA packet on the ROW pins.
Then, a series of four dualocts are read with RD
commands in COLC packets on the COL pins. The
fourth of these COLC packets includes an COLX
packet with a PREC command. This causes the bank to
precharge with timing equivalent to a PRER command
in an ROWR packet on the ROW pins that is offset a
time toppp from the COLX packet with the PREX
command.

Page 18
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(COLC Packet: RDA Precharge Offset)

To Ty To T3 Ty Ts Te T7 Tg To Tio T1i T12T13 Tag Tas T16Ta7 Tus Tao To0To1 Toz Tos T24Tos To6 Tor T28Too Tao Tar T32Tas Tas Tas TagTa7 Tae Tao TaoTar Taz Taa TaaTas Tas Ta7
P T T T T T T T T TS T T T T T

cteeEM L FHFLELE R ETELFERTELELFEEEETEL R ELELEEEEETEL R R FEEETET R FEEEEEL L FLT

' The RDA precharge is equivalent to a PRER command here | ' ' '
ROW?2 iR N OBRERIES VY
..ROWO ‘

torrp | L L L Ll

mmumomuummummmo

coL4
.COLO

DQAB8..0 @) | QG
DQB8.0 | W W WA W

[Transaction a: RD] a0 = {Da,Ba,Ra} al = {Da,Ba,Cal} a2 = {Da,Ba,Ca2}
a3 = {Da,Ba,Ca3} a4 = {Da,Ba,Ca4} a5 ={Da,Ba} |

(COLC Packet: WDA Precharge Offset)

To Ty To T3 Ty Ts To T7 Tg To Tio T1a T1pT1a Taa Tas T16T17 Tas Tao T20To1 To2 Tos T24Tos To6 Tor T28T20 Tso Tar T32Ta3 Taa Tas T3gTa7 Tas Tag T40Tar Taz Tas TaaTas Tas Ta
T T T T T T T T T S T e T e e i et Tt e e T AT

CTM/CFM--------:---------------:---------------:-------:
b TheWRAprecharge(trlggered bytheautomatlcretlre) |sequwalenttoaPRERcommand here e

ROW?2 ACT a0
..ROWO0

coL4 TV
.COLO

retire (al) Jretire (a2)
MSK (al) | MSK (a2)

DQAS..0
DQBS..0

I'I'ransactiona:WRI a0:{Da,Ba,Ra} [ alz{Da,Ba,Cal} [ a2:{Da,Ba,Ca2} [ a5:{Da,Ba} |

(COLX Packet: PREX Precharge Offset)

To Ty To T3 Ty Ts To T7 Tg To Tio T1a T1pT1a Tua Tas T1T17 Tas Tao T20To1 To2 Tos T24Tos To6 Tor T28T20 Tso Tar T32Ta3 Tas Tas T3gTa7 Tag Tag T40Tar Taz Tas TaaTas Tas Ta
T T T T T T T T S e e S e i e it Tt e T T AT T T

cTMCEM L FHELELE R ETELFEFTEL LT EL R ETEL LR R LR LR LR FLT

The PREX precharge command is equivalent to a PRER command here L
ROW2 ACT a0 U ValalaVa'aln/ UaVa'ala'ataValalalaVata'alny 'a¥alnla'nlaV | U
.ROWO0

coL4 ANV RDal | RDa 3 V RDa4
..COLO ) PREXa5 | ||| ! )

DQAS..0 qa VT Q@ V a@ | a@@
DQB8.0 UMMM M

[Transaction a: RD] a0 = {Da,Ba,Ra} al = {Da,Ba,Cal} a2 = {Da,Ba,Ca2}
a3 = {Da,Ba,Ca3} a4 = {Da,Ba,Ca4} a5 = {Da,Ba} |

Figure 15. Offsets for Alternate Precharge Mechanisms

Data Sheet Last Modified on 3/12/98 Page 19



Advance Information

R

Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

Read Transaction - Example

Figure 16 shows an example of a read transaction. It
begins by activating a bank with an ACT a0 command
in an ROWA packet. A time tgcp later a RD al
command is issued in a COLC packet. Note that the
ACT command includes the device, bank, and row
address (abbreviated as a0) while the RD command
includes device, bank, and column address (abbrevi-
ated as al). A time tcac after the RD command the
read data dualoct Q(al) is returned by the device (the
trpLy Value is assumed to be programmed to zero).
Note that the packets on the ROW and COL pins use
the end of the packet as a timing reference point, while
the packets on the DQA/DQB pins use the beginning
of the packet as a timing reference point.

Atime tc after the first COLC packet on the COL pins
a second is issued. It contains a RD a2 command. The
a2 address has the same device and bank address as
the al address (and a0 address), but a different column
address. A time tcac after the second RD command a
second read data dualoct Q(a2) is returned by the
device.

Next, a PRER a3 command is issued in an ROWR
packet on the ROW pins. This causes the bank to
precharge so that a different row may be activated in a
subsequent transaction or so that an adjacent bank

may be activated. The a3 address includes the same
device and bank address as the a0, a1, and a2
addresses. The PRER command must occur a time tgag
or more after the original ACT command (the activa-
tion operation in any DRAM is destructive, and the
contents of the selected row must be restored from the
two associated sense amps of the bank during the tgag
interval). The PRER command must also occur a time
torep Or more after the last RD command. Note that the
torep value shown is greater than the torep vy SPECIfi-
cation in Table 17. This transaction example reads two
dualocts, but there is actually enough time to read up
to four dualocts before tgpp becomes the limiting
parameter rather than tyas.

Finally, an ACT b0 command is issued in an ROWR
packet on the ROW pins. The second ACT command
must occur a time tgc or more after the first ACT
command and a time tgp or more after the PRER
command. This ensures that the bank and its associ-
ated sense amps are precharged. This example
assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started
until transaction a has finished. However, transactions
to other banks or other devices may be issued during
transaction a.

ToTi To T3 Ty Ts To T7 Tg To Tio T1a T1oT1a Taa Tas T16T17 Tas Tao T20To1 To2 Toz T24Tos Too Tor T28T20 Tao Ta1 T32T33 Taa Tas T36Ta7 Tas Tag T40Tar Taz Tag TaaTas Tas Ta

CTM/CFM

ROW2
..ROWO

coL4
.COLO

”

DQAS..0
DOBS..0

e trep —— e tecre——— trop ———>

Q(al)

— tcac —»

tcac™

Transaction a: RD a0 = {Da,Ba,Ra}

al ={DaBa,Cal} |

a2 ={Da,Ba,Ca2} | a3 = {Da,Ba} |

Transaction b: xx

b0 = {Da,Ba,Rb}

Figure 16: Read Transaction Example
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Advance Information IE

Write Transaction - Example

Figure 17 shows an example of a write transaction. It
begins by activating a bank with an ACT a0 command
in an ROWA packet. A time tgcp later a WR al
command is issued in a COLC packet. Note that the
ACT command includes the device, bank, and row
address (abbreviated as a0) while the WR command
includes device, bank, and column address (abbrevi-
ated as al). A time toyp after the WR command the
write data dualoct D(al) is issued. Note that the
packets on the ROW and COL pins use the end of the
packet as a timing reference point, while the packets
on the DQA/DQB pins use the beginning of the packet
as a timing reference point.

Atime tcc after the first COLC packet on the COL pins
a second COLC packet is issued. It contains a WR a2
command. The a2 address has the same device and
bank address as the al address (and a0 address), but a
different column address. Atime toyp after the second
WR command a second write data dualoct D(a2) is
issued.

Atime tgrg after each WR command an optional
COLM packet MSK (al) is issued, and at the same time
a COLC packet is issued causing the write buffer to
automatically retire. See Figure 18 for more detail on
the write/retire mechanism. If a COLM packet is not
used, all data bytes are unconditionally written. If the
COLC packet which causes the write buffer to retire is

delayed, then the COLM packet (if used) must also be
delayed.

Next, a PRER a3 command is issued in an ROWR
packet on the ROW pins. This causes the bank to
precharge so that a different row may be activated in a
subsequent transaction or so that an adjacent bank
may be activated. The a3 address includes the same
device and bank address as the a0, a1, and a2
addresses. The PRER command must occur a time tgas
or more after the original ACT command (the activa-
tion operation in any DRAM is destructive, and the
contents of the selected row must be restored from the
two associated sense amps of the bank during the tgag
interval).

A PRER a3 command is issued in an ROWR packet on

the ROW pins. The PRER command must occur a time
trTp Or more after the last COLC which causes an auto-
matic retire.

Finally, an ACT b0 command is issued in an ROWR
packet on the ROW pins. The second ACT command
must occur a time tgc or more after the first ACT
command and a time tgp or more after the PRER
command. This ensures that the bank and its associ-
ated sense amps are precharged. This example
assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started
until transaction a has finished. However, transactions
to other banks or other devices may be issued during
transaction a.

ToTi T2 T3 Ty Ts Te T7 Tg To Tio T1i T12T13 Taa Tas T1eTar Tus Tao To0T21 To2 Tos T24Tos Too Tor T28T20 Tao a1 T32Tas Tas Tas TagTar Tag Tag TaoTar Taz Tag TagTas Tas Ta

retire (a2) - torn
MSK (a2) KHHH o A

CTMI/CFM L[ ELFLLLEL L ELELFLLL L

ROW?2 '

ROWO A e L e ) e
o e trps P —

coL4 WMMMU WRal | WRa2 Yretire al)

..COLO I i i 4 4 4 4 {l MSK (al) hl { {l
A CtRTR 't'RT'R:':::

[ I
[ I [ VRN
[ S R (R '

e T IRRERERRHRRRT 0010 O i AR TARARARRRR MR
DQBS..O:.....:| i I L /LA L

«—— trep —>ie— tlcwD —|

' e tec e~ tewp

Transaction a: WR| a0 = {Da,Ba,Ra} al={DaBaCal} | a2={DaBaCa?} | a3 = {Da,Ba} |

Transaction b: xx b0 = {Da,Ba,Rb}

Figure 17: Write Transaction Example
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Write/Retire - Examples

The process of writing a dualoct into a sense amp of an
RDRAM bank occurs in two steps. The first step
consists of transporting the write command, write
address, and write data into the write buffer. The
second step happens when of the RDRAM automati-
cally retires the write buffer (with an optional byte-
mask) into the sense amp. This two-step write process
reduces the natural turn-around delay due to the
internal bidirectional data pins.

Figure 18 (left) shows an example of this two step
process. The first COLC packet contains the WR
command and an address specifying device, bank and
column. The write data dualoct follows a time toyp
later. This information is loaded into the write buffer of

ToTy To T3 Ty Ts Te Ty Tg Tg T TuT1oTia Tua T

CTM/CFM CTM/CFM
Retire is automatlc here unless !
(1) No COLC packet (S=0) or ,
ROW2 2) COLC packet is RD to dewﬂcgrl\Dﬂ ROW2
ROWO  YUUO A YU S U ..ROWO0

CoL4 WR al Mm retire (al) W coL4
..COLO LA MSK(al) ..COLO

DQAS..0 WWH @) m DQAS..0
DQB8..0 AU AN A DQB8..0
4_tCWD_’

[ Transactiona:WR | al={DaBaCal}l |

the specified device. The COLC packet which follows a
time tgr later will retire the write buffer. The retire
will happen automatically unless (1) a COLC packet is
not framed (no COLC packet is present and the S bit is
zero), or (2) the COLC packet contains a RD command
to the same device. If the retire does not take place at
time tgygr after the original WR command, then the
device continues to frame COLC packets, looking for
the first that is not a RD directed to itself. A bytemask
MSK(al) may be supplied in a COLM packet aligned
with the COLC that retires the write buffer at time tgtg
after the WR command.

The memory controller must be aware of this two-step
write/retire process. Controller performance can be
improved, but only if the controller design accounts
for several side effects.

ToTi To T3 T4 Ts To T7 Tg Tg Tio T1a T12T1a Tua Tas T16T17 Tag Tao To0Tar T2 Tos

retire (al)

MSK (al) UL
D e trrr e DN

T e o
LB U A R RJULULU
‘_tCWD_’

Transaction a: WR al={Da,Ba,Cal}
Transaction b: RD bl={Da,Ba,Cal}
Transaction c: RD cl={Da,Ba,Cal}

Figure 18: Normal Retire (left) and Retire/Read Ordering (right)

Figure 18 (right) shows the first of these side effects.
The first COLC packet has a WR command which
loads the address and data into the write buffer. The
third COLC causes an automatic retire of the write
buffer to the sense amp. The second and fourth COLC
packets (which bracket the retire packet) contain RD
commands with the same device, bank and column
address as the original WR command. In other words,
the same dualoct address that is written is read both
before and after it is actually retired. The first RD
returns the old dualoct value from the sense amp
before it is overwritten. The second RD returns the
new dualoct value that was just written.

Figure 19 (left) shows the result of performing a RD
command to the same device in the same COLC packet
slot that would normally be used for the retire opera-

tion. The read may be to any bank and column
address; all that matters is that it is to the same device
as the WR command. The retire operation and
MSK(al) will be delayed by a time tppckeT as a result.
If the RD command used the same bank and column
address as the WR command, the old data from the
sense amp would be returned. If many RD commands
to the same device were issued instead of the single
one that is shown, then the retire operation would be
held off an arbitrarily long time. However, once a RD
to another device or a WR or NOCOP to any device is
issued, the retire will take place. Figure 19 (right) illus-
trates a situation in which the controller wants to issue
a WR-WR-RD COLC packet sequence, with all
commands addressed to the same device, but
addressed to any combination of banks and columns.
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Advance Information

Write/Retire Examples - continued

The RD will prevent a retire of the first WR from auto-
matically happening. But the first dualoct D(al) in the
write buffer will be overwritten by the second WR

dualoct D(b1) if the RD command is issued in the third

To T1 Tz Ty TaTs Te T7 Tg To Tio Tus T1pTis Tag Tis T16T17 Tig Tm

CTMI/CFM |||
' The retire operation for a write can be
held off by a read to the same device
ROW?2 AV A A VYTV
ROWO 4 (e ] " v
coL4 WR al Mm RD bl [retire (al) mm
..COLO LU MSK @) } L
et o
DQB8..0 ! LA )
*—%WD—P

COLC packet. Therefore, it is required that for this situ-
ation that the controller issue a NOCOP command in
the third COLC packet, delaying the RD command by
a time of tppckeT This situation is explicitly shown in
Table 10 for the cases in which tccpgay IS equal to

trTR-

ToTy T Ts T4 Ts Te T7 TgTe Tio T T1oTas Tag Tas T16Tar Tig Tio Tog

CcOoL4 WR al WR bl Yretire (al)§ RDcl ﬂmm
.COLO MSK (a1) LU
o et
DQAS8..0 Mm@ TN Eew e e
DQBS..0 Al XXXXXXXWX 1) A

<—tcwp —

Transaction a: WR

al={Da,Ba,Cal}

Transaction b: RD

bl={Da,Bb,Cbl}

Transaction a: WR

al={Da,Ba,Cal}

Transaction b: WR

bl={Da,Bb,Cbl}

Transaction c: RD

cl={Da,Bc,Ccl}

Figure 19: Retire Held Off by Read (left) and Controller Forces WWR Gap (right)

Figure 20 shows a possible result when a retire is held
off for a long time (an extended version of Figure 19-
left). After a WR command, a series of six RD
commands are issued to the same device (but to any
combination of bank and column addresses). In the
meantime, the bank Ba to which the WR command
was originally directed is precharged, and a different
row Rc is activated. When the retire is automatically
performed, it is made to this new row, since the write

buffer only contains the bank and column address, not
the row address. The controller can insure that this
doesn’t happen by never precharging a bank with an
unretired write buffer. Note that in a system with more
than one RDRAM, there will never be more than two
RDRAMSs with unretired write buffers. This is because
a WR command issued to one device automatically
retires the write buffers of all other devices written a
time trrr before or earlier.

RﬂHHURREHH%MM%Mm%Wm%%MM%M%%M%%%MM%M%%Mm%%%w%m%%%

CTM/CEM | [/ |

ROW2
..ROWO

COL4

retire (al)

.COLO

MSK (al)

>

i LhU L
[ [
™

DQAS..0
DOBS..0

[Transaction a: WR

a0 = {Da,Ba,Ra}

al ={Da,Ba,Cal}

a2 ={Da,Ba}

ransaction b: RD

bl ={Da,Bb,Cb1}

b2 = {Da,Bb,Cb2}

b3={Da,Bb,Cbh3}

b4 = {Da,Bb,Cbh4}

b5 = {Da,Bb,Cb5}

b6 = {Da,Bb,Cb6}

[Transaction c: WR

c0 ={Da,Ba,Rc}

Figure 20: Retire Held Off by Reads to Same Device, Write Buffer Retired to New Row
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Interleaved Write - Example

Figure 21 shows an example of an interleaved write
transaction. Transactions similar to the one presented
in Figure 17 are directed to non-adjacent banks of a
single RDRAM. This allows a new transaction to be
issued once every tgy interval rather than once every
trc interval (four times more often). The DQ data pin
efficiency is 100% with this sequence.

With two dualocts of data written per transaction, the
COL, DQA, and DQB pins are fully utilized. Banks are
precharged using the WRA autoprecharge option

rather than the PRER command in an ROWR packet on
the ROW pins.

In this example, the first transaction is directed to
device Da and bank Ba. The next three transactions are
directed to the same device Da, but need to use
different, non-adjacent banks Bb, Bc, Bd so there is no
bank conflict. The fifth transaction could be redirected
back to bank Ba without interference, since the first
transaction would have completed by then (tgc has
elapsed). Each transaction may use any value of row
address (Ra, Rb, ..) and column address (Cal, Caz2,
Cbi, Cb2,..).

To T1 Tz Ty Ty Ts To T7 Tg To Tio Tus T12T1s Tug Tas T1gT17 Tig Tao T20To1 T2o Tos T24Tos Tos To7 T28T20 Tao Tar T32Tas Taa Tas TagTar Tas Tao TaoTar Taz Taz TaaTas Tag Tar

CTM/CFM. : : nnnnn [l 1 of fof fof o el e L] | [l 1 IRORORORORORORG ] ' '

A P :Illllllft'": Lt 4+ 4 4 ) Aransaction e can use the

o S T RC ~ . isame bank as transaction a

ROW2 ACT a0 mmm( ACT b0 mmm( ACT c0 mmm( ACT d0 mmm( ACT €0 m ACT f0
..ROWO0 /) LU UML) U

o e—tRep = L =R
COoL4 WRz1 Y WRAz2 | WRal YWRAa2 | WRbl YWRADb2 | WRcl YWRAc2 | WRdl { WRd2 | WRel | WRe:
_COLo MSK (yD) \MSK (y2) \MSK (z1) | MSK (22) | MISK (al) | MSK (a2) \MSK (b1) \MSK (b2) | MSK (c1) | MSK (c2) \MSK (@D kMSK @ |

et
DQA8.0 D) D (y1) X D (y2) D (z1) X D (z2) D (al) X D (a2) D (bl) X D (b2) D(c1) X D (c2) D (d1) x:
DQB8..0

Transaction y: WR

y0 = {Da,Ba+4, Ry}

y1l={Da, Ba+4 Cyl}

y2={Da,Ba+4,Cy2}

' y3 {Da Ba+4}

Transaction z: WR

z0 = {Da,Ba+6,Rz}

z1 ={Da,Ba+6,Cz1}

z2={Da,Ba+6,Cz2}

z3 ={Da,Ba+6}

Transaction a: WR

a0 = {Da,Ba,Ra}

al = {Da,Ba,Cal}

a2={Da,Ba,Ca2}

a3 = {Da,Ba}

Transaction b: WR [ b0 ={Da,Ba+2,Rb} | bl ={DaBa+2,Cbl} | b2={Da,Ba+2,Cb2} b3 = {Da,Ba+2}
Transaction c: WR c0 = {Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} c2={Da,Ba+4,Cc2} c3 = {Da,Ba+4}
Transaction d: WR | d0={Da,Ba+6,Rd} | d1={Da,Ba+6,Cdl} | d2={Da,Ba+6,Cd2} d3 ={Da,Ba+6}

Transaction e: WR e0 = {Da,Ba,Re}

el = {Da,Ba,Cel} e2={Da,Ba,Ce2} e3 ={Da,Ba}

Transaction f: WR

f0 = {Da,Ba+2,Rf}

f1 = {Da,Ba+2,Cf1} f2={Da,Ba+2,Cf2} 13 = {Da,Ba+2}

Figure 21: Interleaved Write Transaction with Two Dualoct Data Length

Interleaved Read - Example

Figure 22 shows an example of interleaved read trans-
actions. Transactions similar to the one presented in
Figure 16 are directed to non-adjacent banks of a single
RDRAM. The address sequence is identical to the one
used in the previous write example. The DQ data pins
efficiency is also 100%. The only difference with the
write example (aside from the use of the RD command
rather than the WR command) is the use of the PREX
command in a COLX packet to precharge the banks
rather than the RDA command. This is done because
the PREX is available for a readtransaction but is not
available for a masked write transaction.

Interleaved RRWW - Example

Figure 23 shows a steady-state sequence of 2-dualoct
RD/RD/WR/WR.. transactions directed to non-adja-

cent banks of a single RDRAM. This is similar to the
interleaved write and read examples in Figure 21 and
Figure 22 except that bubble cycles need to be inserted
by the controller at read/write boundaries. The DQ
data pin efficiency for the example in Figure 23 is
32/38 or 84%. If there were more RDRAMSs on the
Channel, the DQ pin efficiency would approach 32/34
or 94% for the two-dualoct RRWW sequence (this case
is not shown).

In Figure 23, the first bubble type tcgyg; is inserted by
the controller between a RD and WR command on the
COL pins. This bubble accounts for the round-trip
propagation delay that is seen by read data, and is
explained in detail in Figure 5. This bubble appears on
the DQA and DQB pins as tpgyg; between a write data
dualoct D and read data dualoct Q. This bubble also
appears on the ROW pins as trpyp1-
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To Ty To T3 Ty Ts To T7 Tg To Tio T1a T1pT1a Taa Tis T16T17 Tas Tao T20To1 To2 Tos T24Tos To6 Tor T28T20 T Tar T32Ta3 Tas Tas TagTa7 Tas Tag T40Tar Taz Tas TaaTas Tas Ta
C e A A S R R R A AR R

CTM/CFM............u...u...........u...u...........u...:
222222'42:222:222:22Z'Tt"iii2:222:2222Z'Transactionecanuse_the
oo ST/ o o o o o o o \RC Y T .%amebankastransacuona
ROW2 N AcT a0 YV AcT oo VYTV ACT co N actao YV ACT N\ acT o VTV

wowo T JAOEAE T RGN

oo &= trep— =R
CcOoL4 RD z1 RD 72 RD al RD a2 RDbl | RDb2 RD cl RD c2 RD d1 RDd2 RD el RD eZ
_COLo PREX y3 PREX 23 PREX a3 PREX b3 PREX 3 PREX ¢

o e—teac T
DQAS8..0 Q2 | Q) Y Q2 Q(z1) Q22 Q (a1) Q@) | Q1) | Qb2 Q(c1) Q(c2) Y Q(dy
DQB8..0

Transaction y: RD y0 = {Da,Ba+4,Ry}

vyl ={Da,Ba+4,Cyl} | y2={Da,Ba+4,Cy2} y3 = {Da,Ba+4}

Transaction z: RD z0 = {Da,Ba+6,Rz}

71={Da,Ba+6,Cz1} | z2={Da,Ba+6,Cz2} 73 = {Da,Ba+6}

Transaction a: RD a0 = {Da,Ba,Ra}

al = {Da,Ba,Cal} a2={Da,Ba,Ca2} a3 = {Da,Ba}

Transaction b: RD | b0={Da,Ba+2,Rb} | bl={Da,Ba+2,Cbhl} | b2={Da,Ba+2,Cb2} b3 = {Da,Ba+2}
Transaction c: RD c0 = {Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} c2={Da,Ba+4,Cc2} c3 = {Da,Ba+4}
Transaction d: RD | d0={Da,Ba+6,Rd} | d1={Da,Ba+6,Cdl} | d2={Da,Ba+6,Cd2} d3 ={Da,Ba+6}

Transaction e: RD €0 = {Da,Ba,Re}

el ={Da,Ba,Cel} e2={Da,Ba,Ce2} e3 ={Da,Ba}

Transaction f: RD f0 = {Da,Ba+2,Rf}

f1 = {Da,Ba+2,Cf1} f2={Da,Ba+2,Cf2} 13 = {Da,Ba+2}

Figure 22: Interleaved Read Transaction with Two Dualoct Data Length

The second bubble type tcgygo is inserted (as a
NOCOP command) by the controller between a WR
and RD command on the COL pins when there is a
WR-WR-RD sequence to the same device. This bubble
enables write data to be retired from the write buffer
without being lost, and is explained in detail in

Figure 19. There would be no bubble if address c0 and
address d0 were directed to different devices. This
bubble appears on the DQA and DQB pins as tpgyg>
between a write data dualoct D and read data dualoct
Q. This bubble also appears on the ROW pins as

tRBUB2:

ToTi To Ty T4 Ts Te T7 Tg To Tig T1s T1pT1s Ta Tis T16T17 Tig Tao T20To1 T2z Tos T24Tos Tog Tor T28T20 Tao Tar T327Tas Taa Tas TagTa7 Tag Tao Ta0Tar Taz Taz TaaTas Tag Taz
C S R R A R A A R AR R

|

CTM/CFM........|...|...|.......|...|...|.......|...|...:
pern ey tgeust L L tRBUB2 + + + v
ROW?2 m Act a0 VTV AcT oo m&m ACT c0 MM ACT €0 Ommmo
.ROWO0O )
M tcaums |l e topuel bl e gy b
coL4 RDz1 | RDz2 | RDal | RDa2 WRb1 YWRADB2Y WRcl YWRAc2 YNocopP Y RDd1 Y RDd2
.COLO PREX z3 | | | | AMSK (y2) | PREX a3 |MSK (b1) \MSK (b2) A MSK (cI)
N NN L L L O VIR
. tosusi feMe——d togugy - i toBys: [
DQA8.0 Dyl Y Dy2 Mﬂm Q) Y @@ Y Q@) Y Q@ Y pmy Y Db2) Y D) D (c2) mm@
DQBS..0 A
Transaction y: W y0 ={Da,Ba+6,Ry} | yl={DaBa+6,Cyl} | y2={Da,Ba+6,Cy2} y3 ={Da,Ba+6}
Transaction z: RD z0 ={Da,Ba+8,Rz} z1 ={Da,Ba+8,Cz1} | z2={Da,Ba+8,Cz2} z3 ={Da,Ba+8}
Transaction a: RD a0 = {Da,Ba,Ra} al ={Da,Ba,Cal} a2={Da,Ba,Ca2} a3 = {Da,Ba}
Transaction b: WR | b0 ={Da,Ba+2,Rb} | bl={Da,Ba+2,Cbhl} | b2={Da,Ba+2,Cb2} b3 ={Da,Ba+2}
Transaction c: WR c0 = {Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} c2={Da,Ba+4,Cc2} c3 ={Da,Ba+4}
Transaction d: RD d0 ={Da,Ba+6,Rd} | di1={Da,Ba+6,Cd1l} | d2={Da,Ba+6,Cd2} d3 = {Da,Ba+6}
Transaction e: RD e0 = {Da,Ba+8,Re} el ={Da,Ba+8,Cel} | e2={Da,Ba+8,Ce2} e3 ={Da,Ba+8}
Transaction f: WR f0 = {Da,Ba,Rf} fl = {Da,Ba,Cf1} f2={Da,Ba,Cf2} 3 ={Da,Ba}
Figure 23: Interleaved RRWW Sequence with Two Dualoct Data Length
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Advance Information

Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

Control Register Transactions

The RDRAM has two CMOS input pins SCK and CMD
and two CMOS input/output pins SIO0 and SIO1.
These provide serial access to a set of control registers
in the RDRAM. These control registers provide config-
uration information to the controller during the initial-
ization process. They also allow an application to select
the appropriate operating mode of the RDRAM.

SCK (serial clock) and CMD (command) are driven by
the controller to all RDRAMs in parallel. SIO0 and
SIO1 are connected (in a daisy chain fashion) from one
RDRAM to the next. In normal operation, the data on
SIO0 is repeated on SIO1, which connects to SIO0 of
the next RDRAM (the data is repeated from SIO1 to
SIOO0 for a read data packet). The controller connects to
S100 of the first RDRAM.

sck To Ti6 Tag Tea )
J|-'}||_II‘L|_|I‘L|_|II|_J|-|LII_JI_ILII_JI_IIII_JI_YI_II_JI_ILII_JI_ILII_JI_YI_ JI_ILII_JI_LI_JI_I‘II_JI_LI_JI_LI_JI_LI_JI_LI_JI_II A} 4) JLII_JLI AL A) A} 4) A) 4] JLII_JY_ JI_ILI AN AL AL A) A A) A) 4] JI_IIII_JI_ILI AN A JﬂI_J! O
CMD
TTTYTTT - 1
( :511111 0101010 00000000...00000000 00000000...00000000 00000000...00000000 00000000...00000000 Wm 0
]
SI100
1
OOQQ SRQ - SV\(R command \SA \SD S\INT 0
‘ Each packet is repeated |
SI01 from SI00 to SIO1 1
OOQG SRQ - SWR command SA SD SINT
0
I I I I I I I I I I

Figure 24: Serial Write (SWR) Transaction to Control Register

Write and read transactions are each composed of four
packets, as shown in Figure 24 and Figure 25. Each
packet consists of 16 bits, as summarized in Table 12
and Table 13. The packet bits are sampled on the
falling edge of SCK. A transaction begins with a SRQ
(Serial Request) packet. This packet is framed with a
11110000 pattern on the CMD input (note that the
CMD bits are sampled on both the falling edge and the
rising edge of SCK). The SRQ packet contains the
SOP3..SOPO (Serial Opcode) field, which selects the
transaction type. The SDEV4..SDEVO (Serial Device
address) selects one of the 32 RDRAMSs. If SBC (Serial
Broadcast) is set, then all RDRAMs are selected. The

sck To Tis

LN

AR AR

SA (Serial Address) packet contains a 12 bit address for
selecting a control register.

A write transaction has a SD (Serial Data) packet next.
This contains 16 bits of data that is written into the
selected control register. A SINT (Serial Interval)
packet is last, providing some delay for any side-
effects to take place. A read transaction has a SINT
packet, then a SD packet. This provides delay for the
selected RDRAM to access the control register. The SD
read data packet travels in the opposite direction
(towards the controller) from the other packet types.
The SCK cycle time will accomodate the total delay.

Tys Tes

A A e

JFLFLFE rivivivivivivivivivivivivivlvivivivivi e vV vIvVIViV YV Vv

CMD

rvivivivivivivivivivivivivivdvivvivvivvivivivivivivIvvivvivvyly (o

1

00000000...00000000 00000000...00000000

JRAL AR
‘11110000
LI )

00000000...00000000

00000000...00000000 Wm
0

SIO

[N

OOQQ SRQ - SR\D command \SA
!

First 3 packets are repeated
S10ouT from SI00 to SIO1

from SI101 to SIO0

SINT SD
/ Read Data is repeated

SRQ - SRD command SA

- 1
! ! ! ! ! ! ! 0

Figure 25: Serial Read (SRD) Transaction Control Register
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Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

Advance Information

Control Register Packets

To Tag
Table 12 summarizes the formats of the four packet SCK 1 |‘ m‘ ”|‘ m‘ |‘ |‘ [ 1
types for control register transactions. Table 13 vylviviviviviviviyiviyviviylvivivivivyivivly g
summarizes the fields that are used within the packets. .
Figure 26 shows the transaction format for the SETR, CMD (X%lll 0000 00000000...00000000 Mm
CLRR, and SETF commands. These transactions 0
consist of a single SRQ packet, rather than four packets 1
like the SWR and SRD commands. The same framing S100 SRR pachel- pRTRERARISETF OOOO 0
sequence on the CMD input is used, however. These The packet is repeated
. L . . from SIO0 to SIO1

commands are used during initialization prior to any sio1 AN AT 1
control register read or write transactions. ‘ Q‘pac‘ et" v OOQO 0

Figure 26: SETR, CLRR,SETF Transaction

Table 12: Control Register Packet Formats
SCK SI100 or S100 or SI100 or S100 or SCK S100 or S100 or S100 or S100 or
Cycle Sio1 Sio1 SIo1 Sio1 Cycle Sio1 Sio1 Sio1 Sio1
for SRQ for SA for SINT | for SD for SRQ for SA for SINT | for SD
0 rsrv rsrv 0 SD15 8 SOP1 SA7 0 SD7
1 rsrv rsrv 0 SD14 9 SOPO SA6 0 SD6
2 rsrv rsrv 0 SD13 10 SBC SA5 0 SD5
3 rsrv rsrv 0 SD12 11 SDEV4 SA4 0 SD4
4 rsrv SAll 0 SD11 12 SDEV3 SA3 0 SD3
5 rsrv SA10 0 SD10 13 SDEV?2 SA2 0 SD2
6 SOP3 SA9 0 SD9 14 SDEV1 SAl 0 SD1
7 SOP2 SA8 0 SD8 15 SDEVO0 SA0 0 SDO
Table 13: Field Description for Control Register Packets
Field Description
rsrv Reserved. Should be driven as “0” by controller.
SOP3..50P0 Serial opcode. Specifies command for control register transaction. Encodings not listed below are reserved.

0000 - SRD. Serial read of control register {SA11..SA0} of RDRAM {SDEV4..SDEV0}.

0001 - SWR. Serial write of control register {SA11..SA0} of RDRAM {SDEV4..SDEVO0}.

0010 - SETR. Set Reset bit, all control registers assume their reset values.

0011 - CLRR. Clear Reset bit, all control registers retain their reset values.

0100 - SETF. Set fast (normal) clock mode.

0110 - TCEN. Temperature Calibrate Enable

0111 - TCAL.Temperature Calibrate.

SDEV4..SDEVO

Serial device. Compared to SDEVID4..SDEVIDO field of INIT control register field to select the RDRAM to which the
transaction is directed.

SBC Serial broadcast. When set, RDRAMs ignore {SDEV4..SDEVO0} for RDRAM selection.

SA11..SA0 Serial address. Selects which control register of the selected RDRAM is read or written.

SD15..SD0 Serial data. The 16 bits of data written to or read from the selected control register of the selected RDRAM.
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Advance Information

Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

Initialization

_To Tis .

o UL UL
0
CMD (Hmnoo 00000000...00000000 Wm z
1

SI00 OOOQ 1111111111111111 OOOO
\ The packet is repeated 0
from SI100 to SIO1 1

SIOo1 QOQQ X 0000000000000000 OOQO
| | | | | | | | 0

Figure 27: SIO Pin Initialization

Initialization refers to the process that a controller
must go through after power is applied to the system
or the system is reset. The controller prepares the
RDRAM sub-system for normal Channel operation by
using a sequence of control register transactions on the
serial CMOS pins.

The first step in this sequence is to assign unique serial
device addresses to all the RDRAMs. This is done with
Algorithm InitDev, shown in the opposite column. The
controller assumes that there are no more that “N”
RDRAMs on the Channel (the Channel maximum is
32, but some applications may have a lower limit).

First, the SIO0 and SI01 pin directionality is estab-
lished with the sequence in step 1. The controller then
resets all RDRAMSs, using broadcast SETR and CLRR
commands (steps 2,3,4) with a delay in between. In
step 5, a SETF command establishs the normal clock
frequency. See Figure 26 for the format of SETR, CLRR,
and SETF transactions. In step 6 the SIO0-to-SIO1 link
is broken in all RDRAMs, so the controller is only
talking to the first RDRAM. Also, the SDEVID field is
set to its maximum value. Next, the loop index INDX is
initialized (step 7). In step 8, the SDEVID field is
loaded with the INDX value, and the SRP bit is set so
the next RDRAM becomes accessible. In step 9, the
INDX value is incremented, and in step 10, steps 8 and
9 are repeated for the remaining RDRAMs.

Finally, it will be necessary for the controller to force a
200ps pause interval to allow the RDRAM core timing
circuits to stabilize. All banks of all RDRAMSs must also
be accessed twice. An access is an activate (ACT) and a
precharge (PRE) command. This may be accomplished
with the refresh commands.

At this point, Algorithm A is complete and all
RDRAMSs have a unique device address SDEVIDA..0
for control register transactions. Note that the SDEVID
address value of an RDRAM indicates its position in
the daisy-chained CMOS serial pins. This will not
necessarily be the same value as the DEVID register
which is used for memory transactions. The next steps
taken by the controller will vary depending upon the
application, so only a rough outline can be given here.

In essence, the controller must read all the read-only
configuration registers of all RDRAMSs, it must process
this information, and then it must write all the read-
write registers to place the RDRAMSs into the proper
operating mode. The most important of these read-
write registers are DEVID (the device address for
memory transactions) and TRDLY (which sets the
delay value for memory read data).

Algorithm InitDev: Assign SDEVID Device Addresses
1. Issue SIO Pin Initialization sequence (see Figure 27).

2. Issue one SETR transaction:
« SOP3..SOP0 = 0010 (SETR command)
= SBC =1 (Broadcast)
« SDEV4..SDEV0 = 00000 (don’t care).

3. Wait 16 SCK cycles.

4.  Issue one CLRR transaction:
« SOP3..SOP0 = 0011 (CLRR command)
« SBC =1 (Broadcast)
= SDEV4..SDEVO0 = 00000 (don’t care).

5. Issue one SETF transaction:
« SOP3..SOP0 = 0100 (SETF command)
= SBC =1 (Broadcast)
« SDEV4..SDEV0 = 00000 (don’t care).

6. Issue one register write transaction:
« SOP3..SOP0 = 0001 (SWR command)
« SBC =1 (broadcast)
= SDEV4..SDEV0 = 00000 (don’t care).
= SA11..SA0 = 021 (INIT control register).
= SD15..SD0 = 001f,¢ (SRP<=0, SDEVID<=1f).

7. Set INDX4..INDXO0 to 00000,. INDX is a counter in the
Controller which acts as a loop index.

8.  Issue one register write transaction (SRP<=1, SDEVID<=INDX):
« SOP3..SOP0 = 0001 (SWR command)
= SBC = 0 (non-broadcast)
«SDEV4..SDEVO = 11111.
= SA11..SA0 = 02145 (INIT control register).
= SD15..SD0 = {0000000100,, INDX4..INDXO0}.

9.  Increment INDX4..INDXO.
10. Repeat Steps (8) and (9) an additional (N-1) times.

11.  200us pause and access all banks twice.
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Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

Advance Information IE

Control Register Summary

Table 14 summarizes the RDRAM control registers.

gray are unused and return zero. Read-write bits
which are shaded gray are reserved and should always
be written with zero. The RIMM SPD Application Note

Detail is provided for each control register in Figure 28 (DL-0054) describes additional read-only configuration

through Figure 31. Read-only bits which are shaded

registers which are present on Direct RIMMs.

Table 14: Control Register Summary

SA11.SA0 | Register Field read-write, Description
Address Name Name or read-only
02144 INIT SDEVID read-write, 5 bits Serial device ID. Device address for control register read/write.
PSX read-write, 1 bit Power select exit. PDN/NAP exit with device addr on DQAS5..0.
SRP read-write, 1 bit S1O repeater. Used to initialize RDRAM.
NSR read-write, 1 bit NAP self-refresh. Enables self-refresh in NAP mode.
PSR read-write, 1 bit PDN self-refresh. Enables self-refresh in PDN mode.
LSR read-write, 1 bit Low power self-refresh. Enables low power self-refresh.
03446 TEMP TEN read-write, 1 bits Enables temperature sensing for thermal management.
0354 CNFGA REFBIT read-only, 3 bit Refresh bank bits. Used for multi-bank refresh.
DBL read-only, 1 bit Double. Specifies doubled-bank architecture
MVER read-only, 6 bit Manufacturer version. Manufacturer identification number.
PVER read-only, 6 bit Protocol version. Specifies version of Direct protocol supported.
03614 CNFGB BYT read-only, 1 bit Byte. Specifies an 8-bit or 9-bit byte size.
DEVTYP read-only, 3 bit Device type. Device can be RDRAM or some other device category.
CORG read-only, 6 bit Core organization. Bank, row, column address field sizes.
SVER read-only, 6 bit Stepping version. Mask version number.
04044 DEVID DEVID read-write, 5 bits Device ID. Device address for memory read/write.
041, REFB REFB read-write, 4 bits Refresh bank. Next bank to be refreshed by self-refresh.
04246 REFR REFR read-write, 9 bits Refresh row. Next row to be refreshed by REFA, self-refresh.
043¢ CCA CCA read-write, 7 bits Current control A. Controls I output current for DQA.
ASYMA read-write, 2 bits Asymmetry control. Controls asymmetry of Vo /Vop swing for DQA.
044,¢ CCB CcCB read-write, 7 bits Current control B. Controls |, output current for DQB.
ASYMB read-write, 2 bits Asymmetry control. Controls asymmetry of Vg, /V gy swing for DQB.
045.¢ NAPX NAPXA read-write, 5 bits NAP exit. Specifies length of NAP exit phase A.
NAPXB read-write, 5 bits NAP exit. Specifies length of NAP exit phase B.
DQs read-write, 1 bits DQ select. Selects CMD framing for NAP/PDN exit.
046,¢ PDNXA PDNXA read-write, 13 bits PDN exit. Specifies length of PDN exit phase A.
0476 PDNXB PDNXB read-write, 13 bits PDN exit. Specifies length of PDN exit phase B.
04844 TPARM TCAS read-write, 2 bits tcas core parameter. Determines toppp datasheet parameter.
TCLS read-write, 2 bits tc| s core parameter. Determines tcac and topep datasheet parameters.
TDAC read-write, 2 bits tpac core parameter. Determines tcac and toppp datasheet parameters.
049¢ TFRM TFRM read-write, 4 bits trrm COre parameter. Determines ROW to COL packet framing interval.
0dayq TRDLY TRDLY read-write, 2 bits trpLy datasheet parameter. Programmable delay for read data.
04c4 TCYCLE TCYCLE read-write, 14 bits tcycLe datasheet parameter. Specifies cycle time in 64ps units.
04b,g TEST75 TEST75 read-write, 16 bits Test register. Write with zero.
04d ¢ TEST77 TEST77 read-write, 16 bits Test register. Write with zero.
0deqq TEST78 TEST78 read-write, 16 bits Test register. Write with zero.
04f g TEST79 TEST79 read-write, 16 bits Test register. Write with zero.
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Advance Information

Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

Control Register: INIT

Address: 02144

15141312 1110 9 8 7 6 5 4 3 2 1 0

ololo|o]o|[sRr PSRNS:SRP Psx| 0 SDEVID4..SDEVIDOI

v

v

v

vV vy

Read/write register.
Reset values are undefined except as noted below

SDEVIDA4..0 - Serial Device Identification. Compared to SDEV4..0
serial address field of serial request packet for register read/write
transactions. This determines which RDRAM is selected for the
register read or write operation. SDEVID resets to 1f;g.

PSX - Power Exit Select. PDN and NAP are exited with (=0) or
without (=1) a device address on the DQAS5..0 pins.

SRP - SIO Repeater. Controls value on SIO1;
SI01=S100 if SRP=1, SIO1=0 if SRP=0. SRP resets to 1.

NAP Self-Refresh. NSR=1 enables self-refresh in NAP mode.
PDN Self-Refresh. PSR=1 enables self-refresh in PDN mode.

Low Power Self-Refresh. LSR=1 enables longer self-refresh
interval. The self-refresh supply current is reduced by 3x.

Control Register: TEMP

Address: 03445

Control Register: DEVID

Address: 0404¢

1514 1312 1110 9 8 7 6 5 4 3 2 1 O

0000000.00000000'

Read/write register.

Reset value is undefined.

Temperature sensing enable register.

When TEN is set, the temperature sensing
circuitry is enabled. More detail will be supplied
in a later version of this document.

1514 13121110 9 8 7 6 5 4 3 2 1 O

o|ofo|OfO|O|O|O|OfO]O DEVIDA4..DEVIDO I

Read/write register.

Reset value is undefined.

Device Identification register.

DEVID4..DEVIDO is compared to DR4..DRO,
DC4..DCO0, and DX4..DXO0 fields for all memory
read or write transactions. This determines which
RDRAM is selected for the memory read or write
transaction.

Control Register: REFB

Address: 04144

Control Register: REFR

Address: 0424

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 O

0{0|0|0(O0O[O0O|0O[O[O|O|O0]|O0| REFB3.REFBO

Read/write register.

Reset value is undefined.

Refresh Bank register.

REFB3..REFBO is the bank that will be refreshed
next during self-refresh. REFB3..0 is incremented
after each self-refresh activate and precharge
operation pair.

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 O

o(o0jofojof0]|O REFR8..REFRO I

Read/write register.

Reset value is undefined.

Refresh Row register.

REFR8..REFRO is the row that will be refreshed
next by the REFP command or by self-refresh.
REFRS..0 is incremented when BR3..0=1111 for the
REFP command. REFR8..0 is incremented when
REFB3..0=1111 for self-refresh.

Figure 28: Control Registers
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Advance Information

Control Register: CCA Address: 0435

Control Register: CCB Address: 0444

15141312 1110 9 8 7 6 5 4 3 2 1 0

ololo]o|ofo]o|™ ¥

CCAG..CCAD

Read/write register.

Reset value is undefined.

CCAG6..CCAO - Current Control A. Controls the
o output current for the DQAS..DQAQD pins.

ASYMB1,ASYMBO control the asymmetry of the
Voo/Von Voltage swing about the Vggg reference
voltage for the DQAS..0 pins.

151413121110 9 8 7 6 5 4 3 2 1 0

o|ofolo|ofolol|™®

CCB6..CCBO

Read/write register.

Reset value is undefined.

CCB6..CCBO - Current Control B. Controls the I,
output current for the DQB8..DQBO pins.

ASYMB1,ASYMBO control the asymmetry of the
Voo/Von Voltage swing about the Vggp reference
voltage for the DQB8..0 pins.

Control Register: NAPX Address: 04544

1514 1312 1110 9 8 7 6 5 4 3 2 1 0

0|0(0]| 0] 0 PQ NAPXB4..0 NAPXA4..0

—»

v

v

Read/write register.
Reset value is undefined

NAPXA4..0 - Nap Exit Phase A. This field speci-
fies the number of SCK cycles during the first
phase for exiting NAP mode.

NAPXB4..0 - Nap Exit Phase B. This field specifies
the number of SCK cycles during the second
phase for exiting NAP mode.

DQS - DQ Select. This field specifies the number
of SCK cycles (0 => 0.5 cycles, 1 => 1.5 cycles)
between the CMD pin framing sequence and the
device selection on DQ5..0.

Control Register: PDNXA

Address: 04645

Control Register: PDNXB

Address: 0474¢

1514 13 12 1110 9 8 7 6 5 4 3 2 1 O

ololo PDNXAI12..0 l

Read/write register.

Reset value is undefined

PDNXAA4..0 - PDN Exit Phase A. This field speci-
fies the number of (64=SCK cycle) units during
the first phase for exiting PDN mode.

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 O

ololo PDNXA12..0 l

Read/write register.

Reset value is undefined

PDNXB4..0 - PDN EXxit Phase B. This field speci-
fies the number of (256=SCK cycle) units during
the second phase for exiting PDN mode.

Figure 29: Control Registers
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Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

Control Register: TPARM

Address: 048,¢

15141312 1110 9 8 7 6 5 4 3 2 1 0

o|lofo[O0O|O|O0O|]O]|O0O]O TDAC TCLS | TCAS

Read/write register.

Reset value is undefined.

TCASL..0 - Specifies the tcag COre parameter in
tCYCLE units. This should be “10” (Z-tCYCLE)'

TCLSL1..0 - Specifies the tg| g core parameter in
tCYCLE units. Should be “10” (Z.tCYCLE)'

TDAC2..0 - Specifies the tp o core parameter in
tCYCLE units. This should be “011” (3.tCYCLE)'

The equations relating the core parameters to the
datasheet parameters follow:

tcas = 2=tcveLe

ters = 2=tcycLe

tbac = 3=tcveLEe

tops = 1eteyeLE Not programmable

tcac = 3=tcveLe +teus + tbac
=8tcycLE

torrp = teps *+ teas + ters - 1oteveLE
=4etcycLE

trep = trep,core + 1*teycLe - teLs
=1trcp,core - 1*tcveLe

Control Register: TFRM

Address: 04944

Control Register: TRDLY

Address: 04a;¢

1514 1312 1110 9 8 7 6 5 4 3 2 1 O

0|j0j0|0OfOf[O|jOfO[O|OfO]O TFRM3--0|

Read/write register.

Reset value is undefined.

TFRM3..0 - Specifies the value of the tgg), core
parameter in tcycy g units. This is the minimum
offset between a ROW packet (which places a
device at ATTN) and the first COL packet which
must be framed. This should be written with the
value “0111” (7=tcycg)- This should match the
trcp, min datasheet parameter.

1514 13121110 9 8 7 6 5 4 3 2 1 O

OOOOOOOOOOOOOOTRDLYI

Read/write register.

Reset value is undefined.

TRDLY1..0 - Specifies the value of the tRDLY
datasheet parameter in tCYCLE units. This adds a
programmable delay to Q (read data) packets,
permitting round trip read delay to all devices to
be equalized. This field may be written with the
values “00” (0=tCYCLE) through “10”
(2=tCYCLE). Refer to Figure 5 for more details.

Control Register: TCYCLE

Address: 04cg

Control Register: TEST75 Address: 04bg

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 O

00 TCYCLE13.TCYCLEO l

Read/write register.

Reset value is undefined

TCYCLE13..0 - Specifies the value of the tcyc g
datasheet parameter in 64ps units. For the
teyeLe,min Of 2.5ns (2500ps), this field should be
written with the value “00027,¢” (39=64ps).

Control Register: TEST77 Address: 04d g

Control Register: TEST78 Address: 04eqg

Control Register: TEST79 Address: 044

15141312 1110 9 8 7 6 5 4 3 2 1 0

OOOOOOOOOOOOOOOOI

Read/write registers.

Reset value is undefined

These registers are used for testing purposes.
They should be written with zeros.

Figure 30: Control Registers
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Control Register: CNFGA Address: 0354 Read-only register.

1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0 REFBIT2..0 - Refresh Bank Bits. Specifies the
PVERS.0 MVERS.0 DBLY REFBIT2.0 number of high order bank address bits to be

= 000000 =mmmmmm

ignored during REFA and REFP commands.
Permits multi-bank refresh in future RDRAMS.

DBL - Doubled-Bank. DBL=1 means the device
uses a doubled-bank architecture with adjacent-
bank dependency. DBL=0 means no dependency.

v

MVERS..0 - Protocol Version. Specifies the Direct
Protocol version used by this device.

v

PVERS..0 - Manufacturer Version. Specifies the
manufacturer identification number.

Control Register: CNFGB Address: 0364 Read-only register.

1514 1312 1110 9 8 7 6 5 4 3 2 1 0

SVERS.0 CORES.0 DEVTYP2.0 BYTy > BYT - Byte width. B=1 means the device reads and

= SSSSSS = XXXXXX

writes 9-bit memory bytes. B=0 means 8 bits.

DEVTYP2..0 - Device type. DEVTYP = 000 means
that this device is an RDRAM.

v

CORGS5..0 - Core organization. This field specifies
the number of bank (3, 4, 5, or 6 bits), row (9, 10,
11, or 12 bits), and column (5, 6, or 7 bits) address
bits. The encoding of this field will be specified in
a later version of this document.

SVERS..0 - Stepping version. Specifies the mask
version number of this device.

v

Figure 31: Control Registers
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Power State Management

Table 15 summarizes the power states available to a
Direct RDRAM. In general, the lowest power states
have the longest operational latencies. For example,
the relative power levels of PDN state and STBY state
have a ratio of about 1:110, and the relative access
latencies to get read data have a ratio of about 250:1.

PDN state is the lowest power state available. The
information in the RDRAM core is maintained with
self-refresh; an internal timer automatically refreshes
all rows of all banks. PDN has a relatively long exit

latency (tpxg) because the TCLK/RCLK block must
resynchronize itself to the external clock signal.

NAP state is another low-power state in which either
self-refresh or REFA-refresh are used to maintain the
core. See “Refresh” on page 38 for a description of the
two refresh mechanisms. NAP has a shorter exit
latency (tnxg) than PDN because the TCLK/RCLK
block maintains its synchronization state relative to the
external clock signal. This imposes a limit (ty jpmT) ON
how long an RDRAM may remain in NAP state before
briefly returning to STBY or ATTN to update this
synchronization state.

Table 15: Power State Summary

Power — Blocks consuming Power — Blocks consuming
Description Description
State power State power
PDN Powerdown state. Self-refresh NAP Nap state. Similar to Self-refresh or
PDN except lower REFA-refresh
wake-up latency. TCLK/RCLK-Nap
STBY Standby state. REFA-refresh ATTN Attention state. REFA-refresh
Ready for ROW TCLK/RCLK Ready for ROW and TCLK/RCLK
packets. ROW demux receiver COL packets. ROW demux receiver
COL demux receiver
ATTNR Attention read state. REFA-refresh ATTNW Attention write state. | REFA-refresh
Ready for ROW and TCLK/RCLK Ready for ROW and TCLK/RCLK
COL packets. ROW demux receiver COL packets. ROW demux receiver
Sending Q (read data) | COL demux receiver Ready for D (write COL demux receiver
packets. DQ mux transmitter data) packets. DQ demux receiver
Core power Core power

The NAPRC command causes a napdown operation if
the RDRAM’s NCBIT is set. The NCBIT is not directly
visible. It is undefined on reset. It is set by a NAP or
NAPRC command to the RDRAM, and it is cleared by
an ACT command to the RDRAM. It permits a
controller to manage a set of RDRAMSs in a mixture of
power states.
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Table 16 summarizes representative values for the Ipp
components used by the various power states. The
components are totaled under “Ipp - Supply Current
Profile” on page 40.

Each component corresponds to a block in the
RDRAM. In addition to the interface blocks
(TCLK/RCLK, ROW demux, COL demux, D demuyx,
and Q mux), the core is divided into two blocks: the
sense amps, which can be performing either a RD or
WR command, and the banks, which can be
performing up to four (4 = tgc/tgrr) Simultaneous row
access operations (ACT and PRER commands).

Table 16: Representative Ipp Components

Corr:gtl)jnent Block Flzsgr,asp‘e:\tlztlil\::
IREF Self-refresh, INIT.LSR=12 TBD
Self-refresh, INIT.LSR=0 TBD
REFA-refresh TBD
INAP TCLK/RCLK-Nap TBD
IeasT TCLK/RCLK TBD
lrow ROW demux receiver TBD
lcoL COL demux receiver TBD
Ip DQ demux receiver TBD
Io DQ mux transmitter TBDP
IrRD/WR Core - RD/WR senseamp | TBD
lacT Core - ACT bank TBD®

a. The LSR bit in the INIT control register sets self-refresh rate.
b. This does not include the Ig_sink current. The RDRAM dissi-
pates lg, Vg in the output driver when a logic one is driven.
¢. Up to four banks can be performing ACT/PRER operations

Figure 32 sumarizes the transition conditions needed
for moving between the various power states. Note
that NAP and PDN have been divided into two
substates (NAP-A/NAP-S and PDN-A/PDN-S) to
account for the fact that a NAP or PDN exit may be
made to either ATTN or STBY states.

At initialization, the SETR command in an SRQ packet
will put the RDRAM into PDN-S state. The PDN exit
seqguence involves an optional PDEV specification and
bits on the CMD and SIOy pins.

Once the RDRAM is in STBY, it will move to the
ATTN/ATTNR/ATTNW states when it receives a non-

broadcast ROW packet. The RDRAM returns to STBY
from these three states when it receives a RLX
command. Alternatively, it may enter NAP or PDN
state from ATTN or STBY states with a NAPR or
PDNR command in an ROWR packet. The PDN or
NAP exit sequence involves an optional PDEV specifi-
cation and bits on the CMD and SIO pins. The
RDRAM returns to the ATTN or STBY state it was orig-
inally in when it first entered NAP or PDN.

An RDRAM may only remain in NAP state for a time
tnLvi It must periodically return to ATTN or STBY.

automatic
ATTNR > ATTNW
A automatic A
L = < L
© © © ©
£ £ £ IS
2] |18 el 18
3 |3 2| |3
v
( artn
-
o NAPR « RLXR (o N
__ [ NAP—A)
PDEV.CMD=SIOg
NAP
NAPR « RLXR |
» NAP-S)

PDEV.CMD=SIOjy \ J

PDNR = RLXR [ \
| PDN-A)
PDEV.CMD=SIOy
PDN

PDNR = RLXR

| -
» PDN-S )

> [ & PDEV.CMD=SIO;y \_—& —
5| 8| 3
v “lv %ly SETR
STBY
Notation:

SETR - SETR command in SRQ packet

PDNR - PDNR command in ROWR packet

NAPR - NAPR command in ROWR packet

RLXR - RLX command in ROWR packet

RLX - RLX command in ROWR,COLC,COLX packets
ROW - ROWA packet or ROWR packet (non-broadcast)
PDEV.CMD - (PDEV=DEVID)=(CMD=01)

SIO - SIO Input value

Figure 32: Power State Transition Diagram

STBY state is the normal idle state of the RDRAM. In
this state all banks and sense amps have usually been
left precharged and ROWA and ROWR packets on the
ROW pins are being monitored. When a non-broadcast
ROW packet addressed to the RDRAM is seen, the
RDRAM enters ATTN state (see the right side of
Figure 33). This requires a time tga during which the

Data Sheet

Last Modified on 3/12/98 Page 35



R

Advance Information

Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

RDRAM activates the specified row of the specified
bank. A time tgg\ after the ROW packet, the RDRAM
will be able to frame COL packets (this framing param-
eter is less than or equal to the tgcp vy Of the
RDRAM). Once in ATTN state, the RDRAM will auto-
matically transition to the ATTNW and ATTNR states
as it receives WR and RD commands.

To Ty To T3 Ty Ts To T7 Tg To Tio T T1pTia Taa T

CTM/CFM

ROW2
..ROWO

coL4
.COLO

DQAS..0
DOBS..0

Power
State

Power
State

Once the RDRAM is in ATTN, ATTNW, or ATTNR
states, it will remain there until it is explicitly returned
to the STBY state with a RLX command. A RLX
command may be given in an ROWR, COLC, or
COLX packet (see the left side of Figure 33). It is
usually given after all banks of the RDRAM have been
precharged; if other banks are still activated, then the
RLX command would not be given.

To Ty T T3 T4 Ts Te T7 Tg To Tio T T1pTas Tia Tis Ty

ATTN

& Any non-broadcast ROWR or ROWA packet command will cause STBY exit

Figure 33: STBY Entry (left) and STBY EXxit (right)

Figure 34 shows the NAP entry sequence (left). NAP
state is entered by sending a NAPR command in a
ROW packet. A time tagy is required to enter NAP

ToTi To T3 Ty Ts To T7 Tg To Tio T T1pTia Tas T

CTM/CFM

ROW2
..ROWO

coL4
.COLO

DQAS..0
DOBS..0

Power
State

Power
State

The RDRAM may be in ATTN or STBY state when the
NAPR command is issued. When NAP state is exited,
the RDRAM will return to the original starting state

state (this specification is provided for power calcula-
tion purposes). The clock on CTM/CFM must remain
stable for a time tcp after the NAPR command.

To Ty To T3 T4 Ts Te T7 Tg Tg Tio T T1pTis Tag

+ tasp
ATTN/STBY? PDN
2 If optional RLXR command is used, the (eventual) NAP/PDN exit will be to STBY state, otherwise it will be to ATTN state

Figure 34: NAP Entry (left) and PDN Entry (right)

(ATTN or STBY). Ifitis in ATTN state and a RLXR
command is specified with NAPR, then the RDRAM
will return to STBY state when NAP is exited.
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Figure 34 also shows the PDN entry sequence (right).
PDN state is entered by sending a PDNR command in
a ROW packet. Atime tagp is required to enter PDN
state (this specification is provided for power calcula-
tion purposes). The clock on CTM/CFM must remain
stable for a time top after the PDNR command.

To T1 To T3 Ty Ts Te Tz Tg To Tio Tu T1oTas Taa Tas T1Ta7 Tas Tao To0To1 Too Tos T24Tos To6 Tor T28T20 Tao Tar T32Tas T,

The RDRAM may be in ATTN or STBY state when the
PDNR command is issued. When PDN state is exited,
the RDRAM wiill return to the original starting state
(ATTN or STBY). If itis in ATTN state and a RLXR
command is specified with PDNR, then the RDRAM
will return to STBY state when PDN is exited.

36Ta7 Tas Tao TaoTar Tao Taa TaaTas Tas Tz

CTMICFM wmw
pro| 0uuumuumuumuu|uuuumuuumuuuu i ,j )
S WRILE O L EE
e 0 2 Gt W T
scK ' l i VIl T
X e
XX XX
X XX
»{nxe/tpxe
Fowver | NAP/PPN | STI?Y/ATTI‘\IC | | |

DQS=0P DQs=1°
a Use 0 for NAP exit, 1 for PDN exit

b Device selection timing slot is selected by DQS field of NAPX register

C Exitto STBY or ATTN depends upon whether RLXR was
asserted at NAP or PDN entry time

Figure 35: NAP and PDN Exit

Figure 35 also shows the NAP and PDN exit
sequences. These sequences are virtually identical; the
minor differences will be highlighted in the following
description.

Before NAP or PDN exit, the CTM/CFM clock must be
stable for a time tcg. Then, on a falling and rising edge
of SCK, if there is a “01” on the CMD input, NAP or
PDN state will be exited. Also, on the falling SCK edge
the SIO¢p input must be at a 0 for NAP exit and 1 for
PDN exit.

If the PSX bit of the INIT register is 0, then a device
PDEVS5..0 is specified for NAP or PDN exit on the
DQAS5..0 pins. This value is driven on the rising SCK

edge 0.5 or 1.5 SCK cycles after the original falling
edge, depending upon the value of the DQS bit of the
NAPX register. If the PSX bit of the INIT register is 1,
then the RDRAM ignores the PDEV5..0 address packet
and exits NAP or PDN when the wake-up sequence is
presented on the CMD wire.

The ROW and COL pins must be quiet at a time tyxg
or tpyg after the indicated falling SCK edge. After that,
ROW and COL packets may be directed to the
RDRAM which is now in ATTN or STBY state.
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Refresh

RDRAMs, like any other DRAM technology, use vola-
tile storage cells which must be periodically refreshed.
This is accomplished with the REFA command.

Figure 36 shows an example of this.

The REFA command in the transaction is a broadcast
command (DR4T and DR4F are both set in the ROWR
packet), so that in all devices bank number Ba is acti-
vated with row number REFR, where REFR is a control
register. The controller increments the bank address Ba
for the next REFA command. When Ba is equal to its
maximum value, the RDRAM automatically incre-
ments REFR for the next REFA command.

On average, these REFA commands are sent once
every tper/28BT*RBIT (where BBIT and RBIT are
control registers) so that each row of each bank is
refreshed once every tgeg interval.

The REFA command is equivalent to an ACT
command, in terms of the way that it interacts with
other packets. In the example, an ACT command is
sent after tgg to address b0, a different (non-adjacent)
bank than the REFA command.

Asecond ACT command can be sent after a time tg¢ to
address c0, the same bank (or an adjacent bank) as the
REFA command.

Note that a broadcast REFP command is required a
time tgag after the initial REFA command in order to
precharge the refreshed bank in all RDRAMs.

ToTi To T3 Ty Ts Te T7 Tg To Tio Tu T12T13 Tag Tis T1eTar T Tao To0T21

CTM/CFM

It is also possible to interleave refresh transactions (not
shown). In the figure, the ACT b0 command would be
replaced by a REFA b0 command. The b0 address
would be broadcast to all devices, and would be
{Broadcast,Ba+2,REFR}. Note that the bank address
must skip by two to avoid adjacent bank interference.
A possible bank incrementing pattern would be: {8, 10,
12,14,0,2,4,6,1,3,5,7,9, 11, 13, 15}. Every time bank
15 is reached, the REFP command would automatically
increment the REFR register.

A second refresh mechanism is available for use in
PDN and NAP power states. This mechanism is called
self-refresh mode. When the PDN power state is
entered, or when NAP power state is entered with the
NPRFO control register bit set, then self-refresh is auto-
matically started for the RDRAM.

Self-refresh uses an internal time base reference in the
RDRAM. This causes an activate and precharge to be
carried out once in every tree/288T*RBIT interval. The
REFB and REFR control registers are used to keep track
of the bank and row being refreshed.

Before a controller places an RDRAM into self-refresh
mode, it should perform REF refreshes until the bank
address is equal to the maximum value. This ensures
that no rows are skipped. Likewise, when a controller
returns an RDRAM to REF refresh, it should start with
the minimum bank address value (zero).

T22 To3 T24T2s Tos T27 T28T29 Tao Tar T3pTas Taa Tas TaeTar 1Ta1 Tap Tag TagTas Tas Ta

ROW2
..ROWO

coL4 '
..COLO

' /'ZBBIT+RBIT

L LU LU L L ULt LWL UL LAl Uil U i
L N P D '
[T T T I S B R N T
[P S N (RN Y SN TN N B '

DQAS..0
DQBS..0

tre

F

ST RS

Control Registers:

Transaction a: REFA a0 = {Broadcast,Ba,REFR}

al = {Broadcast,Ba} | BBIT = BBIT15..BBIT0

Transaction b: xx
Transaction c: xx

b0 = {Db, /={Ba,Ba+1,Ba-1}, Rb}
c0 = {Dc, ==Ba, Rc}

Transaction d: REFA

d0 = {Broadcast,Ba+1,REFR}

RBIT = RBIT15..RBIT0
REFB = REFB3..REFB0O
REFR = REFR8..REFRO

Figure 36: REFA/REFP Refresh Transaction Example
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Current and Temperature Control

Figure 37 shows an example of a transaction which
performs current control calibration. It is necessary to
perform this operation once to every RDRAM in every
tcctre interval in order to keep the 15, output current

in its proper range.

This example uses four COLX packets with a CAL
command. These cause the RDRAM to drive four cali-
bration packets Q(a0) a time tcact+trpyy later; the
timing is identical to the timing of a memory read
command RD, so the transaction may be treated like a
RD from an interaction standpoint. These calibration
packets are driven on the DQAS5..3 and DQB5..3 wires
only; the remaining DQA and DQB wires are not used
during these calibration packets. The last COLX packet
also contains a SAM command (concatenated with the
CAL command). The RDRAM samples the last calibra-
tion packet and adjusts its I, current value.

To Ty To T3 Ty Ts Te T7 Tg To Tio Tua T1oTas Tag Tas T16T17 Tas Tao T20To1 Too Tos T24Tos Too To7 T28T20 Tao Tar T32Tas Taa Tas TagTar

Unlike REF commands, CAL and SAM commands
cannot be broadcast. This is because the calibration
packets from different devices would interfere. There-
fore, a current control transaction must be sent every
tcctrL/N, where N is the number of RDRAM s on the
Channel. The device field Da of the address a0 in the
CAL/SAM command should be incremented after
each transaction.

Current control and refresh may be merged together to
save bandwidth on the Channel. This is because the
refresh transaction consumes bandwidth on the ROW
pins and the current control transaction consumes
bandwidth on the COL, DQA, and DQB pins.

Figure 38 shows an example of a temperature calibra-
tion sequence to the RDRAM. A later version of this
document will provide more details about this
sequence.

1Ta1 Taz Tz T44Tas Tas Taz

CTM/CFM
ROW2
..ROWO
CoL4
..COLO
DQAS8..0
DQB8..0
"N =Number of RDRAMSs on the Channel oo
Transaction a: CAL/SAM a0 = {Da, Bx}
Transaction b: CAL/SAM b0 = {Da+1, Bx}
Figure 37: Current Control CAL/SAM Transaction Example
sck To Tie Ts2 Tag Tea .
N o g
CMD |« _ tEemp > 1
1111]0000 00000000...00000000 1111 o:oolo 00000000...00000000 m 1111]0000) 00000000...00000000 ) 0
1
SRQ -‘TCIFN command /}OOO SRQ - TCAL command O< OOOO SRQ - TCIFN cpmmiand 0
solboaBs.d | | a3l || 1
quiet ‘
| | | | | T T T | | | | | | | | | | | | | 0

Figure 38: Temperature Calibration (TCEN-TCAL) Transactions to RDRAM

Data Sheet

Last Modified on 3/12/98 Page 39



R

Advance Information Direct RDRAM™ 64/72-Mbit (256Kx16/18x16d)

Absolute Maximum Ratings

Symbol Parameter Min Max Unit

V| ABs \oltage applied to any RSL pin with respect to Gnd -0.3 Vpp10.3

V| cMOs,ABS \oltage applied to any CMOS pin with respect to Gnd -0.3 Vpp10.3 \Y%

Vbp,ABS Voltage on VDD with respect to Gnd -03 Vpp+1.0

T; ABS Junction temperature under bias - 55 125 °C

TstorRE Storage temperature -55 125 °C
Thermal Parameters

Symbol Parameter and Conditions Min Max Unit

T, Junction operating temperature 0 100 °C

Oc Junction-to-Case thermal resistance TBD °C/Watt
lpp - Supply Current Profile

S?X:r RDRAM blocks consuming power l\/?;(()a ,\_/?2)% Unit

PDN Self-refresh only (INIT.LSR=0/1) TBD TBD mA

NAP Refresh, T/RCLK-Nap TBD TBD mA

STBY Refresh, T/RCLK-Fast, ROW-demux TBD TBD mA

ATTN Refresh, T/RCLK-Fast, ROW-demux, COL-demux TBD TBD mA

ATTNW Refresh, T/RCLK-Fast, ROW-demux,COL-demux,DQ-demux,1«WR-SenseAmp,4=ACT-Bank TBD TBD mA

ATTNR Refresh, T/RCLK-Fast, ROW-demux, COL-demux, DQ- mux, 1sRD-SenseAmp, 4= ACT-Bank TBDP TBDP mA

a. These Ipp numbers are manufacturer-dependent; the numbers shown are representative maximum current levels at 1200/1600 MB/s.
b. This does not include the I, sink current. The RDRAM dissipates Io *V in each output driver when a logic one is driven.

Electrical Conditions

Symbol Parameter and Conditions Min Max Unit

Vop, Vbpa Supply voltage 250-0.13 2.50+0.13 \%

Vemos CMOS supply voltage in 2.5V system 2.50-0.13 2.50+0.13 \Y
CMOS supply voltage in 1.8V system 1.80-0.1 1.80+0.1 \Y

VRer Reference voltage 1.40-0.2 1.40+0.2 \Y

VL RSL input low voltage VRer - 0.5 VReg - 0.2 \%

Vin RSL input high voltage Vger +0.2 Vger + 0.5 \Y

V\LcMmos CMOS input low voltage -0.3 0.3 \Y

ViH.cMOs CMOS input high voltage Vemos-0-3 Vemost0.3 \%
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Electrical Characteristics

Symbol Parameter and Conditions Min Max Unit
IReE Vger current @ Veer max -10 10 HA
lon RSL output high current @ (0sVgoyt<VDD) -10 10 A
IaLL RSL lo_current @ Vo = 0.9V, Vpp min » Timax? 30.0 90.0 mA
Alop RSL I, current resolution step - 15 mA
fout Dynamic output impedance 150 - Q
li.cmos CMOS input leakage current @ (0sV) cpmossVDD) -10.0 10.0 A
VoL,cmos CMOS output voltage @ lo; cmos= 1.0mA - 0.3 \%
VoH,cMos CMOS output high voltage @ lony cmos= -0.25mA Vemos0.3 - \%

a. This measurement is made in manual current control mode; i.e. with all output devices sinking current.

Capacitance and Inductance
Symbol Parameter and Conditions Min Max Unit
C RSL input parasitic capacitance 2.0 24 pF
AC, Variation of RSL input parasitic capacitance between inputs 0.08 pF
R, RSL input parasitic resistance 5.0 15.0 Q
L, RSL input parasitic inductance 5.0 nH
Cicmos CMOS input parasitic capacitance 2.4 pF

Timing Characteristics
Symbol Parameter 600 Min 600 Max 800 Min 800 Max Unit
to CTM-to-DQA/DQB output time -0.4 +0.4 -0.3 +0.3 ns
tor tor DQA/DQB output rise and fall times 0.2 0.45 0.2 0.45 ns
tos SCK-to-SI00 delay @ C_ oap = 40pF (SD read packet). - 10 - 10 ns
torw tort SIOgyT rise/fall @ C| oap = 40pF - 5 - 5 ns
tprOP1 S100-to-S101 delay @ C| oap = 40pF? - 10 - 10 ns
taxe NAP exit delay - phase B - 100 - 100 ns
tpxp PDN exit delay - phase B - 10 - 10 1§
tas ATTN-to-STBY power state delay 1 4 1 4 teycLE
tsa STBY-to-ATTN powver state delay - 3 - 3 tevele
tasN ATTN/STBY-to-NAP power state delay - TBD - TBD tevele
tasp ATTN/STBY-to-PDN power state delay - TBD - TBD teycLE

a. This parameter also applies to the SIO1-to-SIO0 delay for an SD read data packet.
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Recommended Timing Conditions

Symbol Parameter 600 Min 600 Max 800 Min 800 Max Unit
ters ter CTM and CFM input rise and fall times 0.2 0.6 0.2 0.6 ns
teycLE CTM and CFM cycle times 3.33 3.75 2.50 3.33 ns
tens tel CTM and CFM high and low times 40% 60% 40% 60% tevele
tr CTM-CFM differential 0 4.0 0 4.0 teycLE
tor: toE DQA/DQB/ROW/COL input rise/fall times 0.2 0.6 0.2 0.6 ns
tg DQA/DQB/ROW/COL-to-CFM setup time 0.275 - 0.2 - ns
ty CFM-to-DQA/DQB/ROW/COL hold time 0.275 - 0.2 - ns
tor1 tDFL S100, SI012 CMD, SCK input rise and fall times - 3.0 - 3.0 ns
teycLEL SCK cycle time - Serial control register transactions 1000 - 1000 - ns
SCK cycle time - Power transitions 10 - 10 - ns
tenn tera SCK high and low times 40% 60% 40% 60% tevcLer
ts1 CMD setup time 0 - 0 - ns
ty CMD hold time 2 - 2 - ns
tso SIO0 setup time 0 - 0 - ns
tHo SIO0 hold time 10 - 10 - ns
ts3 PDEYV setup time on DQAS5..0 4.5 - 4.5 - ns
ths PDEV hold time on DQA5..0 1 - 1 - ns
tsg ROW2..0, COLA4..0 setup time for quiet window -1 - -1 - teycLE
tha ROW?2..0, COLA4..0 hold time for quiet window 5 - 5 - teycLE
tss ROW, COL,DQ setup time for quiet window 0 - 0 - teycLE
ths ROW, COL,DQ hold time for quiet window 500 - 500 - ns
tce CTM/CFM stable before NAP/PDN exit 2 - 2 - teycLE
tcp CTM/CFM stable after NAP/PDN entry 8 - 8 - teycLE
terMm ROW packet to COL packet ATTN framing delay 7 - 7 - teycLE
tnLIMIT Maximum time in NAP mode 10.0 10.0 1§
tRer Refresh interval 32 32 ms
tecTRL Current control interval 100 100 ms
tremp Temperature control interval 100 100 ms
trAs RAS interval (time a row may stay activated) 64 64 us
tpaUSE RDRAM substrate bias generator delay 200.0 200.0 1§

a. This parameter applies to the SIO1 pin for SD read packets, otherwise it refers to the SIO1 pin.
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Timing Parameters

Table 17: Timing Parameter Summary

Parameter

Description

Min
-40

Min
-45

Min
-50

Min
-602

Max

Units

tre

Row Cycle time of RDRAM banks -the interval between ROWA pack-
ets with ACT commands to the same bank. See Figure 16 and
Figure 17.

28

32

34

28

teveLe

tras

RAS-asserted time of RDRAM bank - the interval between ROWA
packet with ACT command and next ROWR packet with PRERP com-
mand to the same bank. See Figure 16 and Figure 17.

20

24

24

20

teycLe

trp

Row Precharge time of RDRAM banks - the interval between ROWR
packet with PRERP command and next ROWA packet with ACT com-
mand to the same bank. See Figure 16 and Figure 17.

10

teycLe

thp

Precharge-to-precharge time of RDRAM device - the interval between
successive ROWR packets with PRER® commands to any banks of the
same device. See Figure 13.

teyeLe

trRR

RAS-t0-RAS time of RDRAM device - the interval between successive
ROWA packets with ACT commands to any banks of the same device.
See Figure 14.

teyeLe

trep

RAS-to-CAS Delay - the interval from ROWA packet with ACT com-
mand to COLC packet with RD or WR command). See Figure 16 and
Figure 17. Note - the RAS-to-CAS delay seen by the RDRAM core
(trep,core) is equal to trep core = 1 + trep because of differences in
the row and column paths through the RDRAM interface.

1

teyeLe

trac

RAS Access delay - effective interval from ROWA packet with ACT
command to Q read data. This is equal to: tgac = 1 + trep + teac.

16

18

20

18

toveLe

tcac

CAS Access delay - the minimum interval from RD command to Q
read data. See Figure 5.

teyecLe

tcwp

CAS Write Delay (interval from WR command to D write data. See
Figure 5.

tevele

tce

CAS-t0-CAS time of RDRAM bank - the interval between successive
COLC commands). See Figure 16 and Figure 17.

teyeLe

thaCKET

Length of ROWA, ROWR, COLC, COLM or COLX packet. See
Figure 4.

teycLe

trRTR

Interval from COLC packet with WR command to COLC packet
which causes retire, and to optional COLM packet with bytemask. See
Figure 18.

toveLe

torrp

The interval (offset) from COLC packet with RDA command, or from
COLC packet with retire command (after WRA automatic precharge),
or from COLX packet with PREX command to the equivalent ROWR
packet with PRER. See Figure 15.

toveLe

trRop

Interval from last COLC packet with RD command to ROWR packet
with PRER. See Figure 16.

teyeLe

trrp

Interval from last COLC packet with automatic retire command to
ROWR packet with PRER. See Figure 17.

teycLe

a. Note that the tcycp g min IS 3:3ns, not 2.5ns.
b. Or equivalent PREC or PREX command. See Figure 15.
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RSL Clocking and Bit Transport

Figure 39 shows the timing required to receive or
transmit a pair of RSL bits. A single clock cycle T, from
the central figure is expanded to show the details asso-
ciated with a falling edge and rising edge of the CFM
and CTM clock inputs (the CTFN and CTMN inputs

T
2 L ViHMIN
Verm 80%
Verm 20%
ViLMAX
4 tcr tcr »‘ F
| L VIHMIN
Vpg,IN 80%
VoL VL, MAX
Rl
- . VoumN*
Vpo,out 80%
20%
VoL max”
4 F toF QR 4 F

*y —
Vou,MIN = VTERM,MIN

(a) RSL Transition Timing *VoLmax = Vrermmax - Zo*(loLmin)

will always be at the opposite signal level). Note that
RSL signals are low-true; a high voltage is logic zero.

Figure 39a shows the rise/fall requirements of RSL
input signals, and the rise/fall characteristics of RSL
output signals.

T
Ve | ) ViH
cT™ VRer
teL ten Vie
toycLe
- - tTR
teveLe
toL CH
T /I ViH
Verm VRer
Vi
(b) RSL Clock Timing
|

To Ty |T2|Ts Ty Ts Te T7 Tg To Tio T1aT1o Tag T1g Tis

MSK (b1) | PREX dO

ROW2  [AcFad
..ROWO
COoL4 WR b
..COLO
DQAS..0 w Q@
DQB8.0 ||
.
T
2‘ tevele .
0.5¢tcycLe

VeEm

mmmn Wikaah
{

tevcle
0.25¢tcycLe

0.75¢tcycLE

Vpo,IN
Vrow
Veol
(c) RSL Input (Receive) Timing (d) RSL Output (Transmit) Timing
Figure 39: RSL Timing - Clocking and Bit Transport
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Figure 39b shows the duty cycle requirements of the
RSL clock inputs. It also shows the tyg skew parameter
(the amount of time by which CTM may lead CFM).

Figure 39c shows the setup and hold requirements of
RSL inputs. Even bits are sampled on the falling edge
of CFM and odd bits are sampled at the half-cycle
(50%) point. The RDRAM synthesizes the 25%, 50%,
and 75% timing points so that two bits may be received
or transmitted per clock cycle per signal wire.

Figure 39d shows the valid window of RSL outputs.
Even bits are driven from the 75% point and odd bits
from the 25% point.

CMOS Clocking and Bit Transport

Figure 40 shows the timing required to receive or
transmit a CMOS bit. A single clock cycle is expanded
to show the details associated with a falling edge of the
CLIN and CLOUT clock inputs. Note that all CMOS
signals are low-true; a high voltage is logic zero.

V|H.CMOS,MIN  Note - SIO0 and SIO1 are input and output pins,
Vsck  80% ' repectively, except during SD read data packets
Vemp 20% when they are reversed.
\Y
SIo0 ViL,cMos,MAX
toF1 ~>‘ L'— tbr1
__ Von.cMosMIN Vincwos (1)
Veiord 80% Vsc Vsw,cmos
S0l ViL.cmos (0)
20% cL1 ter '
VoL,.cmos,MAX
_,‘ F tor1 *‘ L.- tor1 teyeLer
(a) CMOS Transition Timipg (b) CMOS Clock T‘iming
< tevelgr < N
Ve TN — ViH,cmos (1) -
scK Vsw,cmos I
vonewoso see UL UL UL
tS th tS th1 IL,CMOS Ivivivivivivivivivivivivivivivivivivivivivivivie
‘-" Vin,cmos (1) _Tol |
VCMD VSW,CMOS CMD Ullll 0000] 0000000000000000 Wm
o |t ViL,.cmos (0)
a — Vin,cmos (1) SI002 SRQ OOOO
\ [ ViL.cmos (0) To
(c) CMOS Input Timing Vawenos = 1.5V s1013 SRQ OOQO
' R — T
t » NOTE: This timing
PROP1 V, (1) applies when the RDRAM is
Veimr OH.CMOS accepting the data on SI002
Sio1 and repeating it on SIO12,
tQ1,MAX
Vsi002 Von,cmos (1)
SI00 V
SW.CMOs NOTE: This timing
' VOL,CMOS (0) applies when the RDRAM is
i returning register read data
(d) CMOS Output Timing Vsw,cmos = 1.5V to the controller.
Figure 40: CMOS Timing- Clocking and Bit Transport
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Glossary of Terms

ACT
activate

adjacent

ASYM
ATTN
ATTNR
ATTNW
AV
bank

BC

BBIT
broadcast
BR
bubble

BYT
BX

C
CAL
CBIT

CCA
CCB
CFM,CFMN
Channel
CLRR
CMD
CNFGA
CNFGB
COoL
CcoL
CoLC
COLM

column

command
COLX

Activate command from AV field.
To access a row and place in sense amp.

Two RDRAM banks which share sense
amps (also called doubled banks).

CCA register field for RSL ¥, /Von.

Power state - ready for ROW/COL packets.
Power state - transmitting Q packets.
Power state - receiving D packets.

Opcode field in ROW packets.

A block of RBITe2CBITstorage cells in the
core of the RDRAM.

Bank address field in COLC packet.
CNFGA register field - # bank address bits.
An operation executed by all RDRAMs.
Bank address field in ROW packets.

Idle cycle(s) on RDRAM pins needed
because of a resource constraint.

CNFGB register field - 8/9 bits per byte.
Bank address field in COLX packet.
Column address field in COLC packet.
Calibrate (b,) command in XOP field.

CNFGB register field - # column address
bits.

Control register - current control A.
Control register - current control B.
Clock pins for receiving packets.
ROWI/COL/DQ pins and external wires.
Clear reset command from SOP field.
CMOS pin for initialization/power control.
Control register with configuration fields.
Control register with configuration fields.
Pins for column-access control.
COLC,COLM,COLX packet on COL pins.
Column operation packet on COL pins.
Write mask packet on COL pins.

Rows in a l%ar?IT< or activated row in sense
amps have P'T dualocts column storage.

A decoded bit-combination from a field.
Extended operation packet on COL pins.

controller

COoP
core
CTM,CTMN

current control

D

DBL
DC
device
DEVID

DM
doubled-bank
DQ

DQA

DQB

DQS

A logic-device which drives the ROW/COL
/DQ wires for a Channel of RDRAMSs.

Column opcode field in COLC packet.
The banks and sense amps of an RDRAM.
Clock pins for transmitting packets.

Periodic operations to update the proper
oL value of RSL output drivers.

Write data packet on DQ pins.
CNFGB register field - doubled-bank.
Device address field in COLC packet.
An RDRAM on a Channel.

Control register with device address that is
matched against DR, DC, and DX fields.

Device match for ROW packet decode.
RDRAM with shared sense amp.

DQA and DQB pins.

Pins for data byte A.

Pins for data byte B.

NAPX register field - PDN/NAP exit.

DR,DR4T,DR4F Device address field and packet framing

dualoct
DX
field
INIT

initialization

LSR

M

MA
MB
MSK
MVER
NAP
NAPR
NAPRC
NAPXA
NAPXB
NOCOP
NOROP
NOXOP

fields in ROWA and ROWR packets.

16 bytes - the smallest addressable datum.
Device address field in COLX packet.

A collection of bits in a packet.

Control register with initialization fields.

Configuring a Channel of RDRAMSs so
they are ready to respond to transactions.

CNFGA register field - low-power self-
refresh.

Mask opcode field (COLM/COLX packet).
Field in COLM packet for masking byte A.
Field in COLM packet for masking byte B.
Mask command in M field.

Control register - manufacturer ID.

Power state - needs SCK/CMD wakeup.
Nap command in ROP field.

Conditional nap command in ROP field.
NAPX register field - NAP exit delay A.
NAPX register field - NAP exit delay B.
No-operation command in COP field.
No-operation command in ROP field.
No-operation command in XOP field.
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NSR INIT register field- NAP self-refresh. RQ Alternate name for ROW/COL pins.

packet A collection of bits carried on the Channel. RSL Rambus Signaling Levels.

PDN Power state - needs SCK/CMD wakeup.  SAM Sample () command in XOP field.

PDNR Powerdown command in ROP field. SA Serial address packet for control register

PDNXA Control register - PDN exit delay A. transactions w/ SA address field.

PDNXB Control register - PDN exit delay B. SBC Serial broadcast field in SRQ.

pin efficiency The fraction of non-idle cycles on a pin. SCK CMF)S clock pin.. .

PRE PREC,PRER,PREX precharge commands. > perial data packel for control register

PREC Precharge command in COP field. SDEV Serial device address in SRQ packet.

precharge Prepares sense amp and bank for activate. peyip INIT register field - Serial device ID.

PRER Precharge command in ROP field. self-refresh  Refresh mode for PDN and NAP.

PREX Precharge command in XOP field. sense amp  Fast storage that holds copy of bank’s row.

PSX INIT register field - PDN/NAP exit. SETF Set fast clock command from SOP field.

PSR INIT register field - PDN self-refresh. SETR Set reset command from SOP field.

PVER CNFGB register field - protocol version. g\ Serial interval packet for control register

o) Read data packet on DQ pins. read/write transactions.

R Row address field of ROWA packet. SI00,S101 CMOS serial pins for control registers.

RBIT CNFGB register field - # row address bits. SOP Serial opcode field in SRQ.

RD/RDA Read (/precharge) command in COP field. SRD Serial read opcode command from SOP.

read Operation of accesssing sense amp data. SRP INIT register field - Serial repeat bit.

receive Moving information from the Channel into SRQ Serial request packet for control register
the RDRAM (a serial stream is demuxed). read/write transactions.

REFA Refresh-activate command in ROP field. ~ STBY Power state - ready for ROW packets.

REFB Control register - next bank (self-refresh). SVER Control register - stepping version.

REFBIT CNFGA register field - ignore bank bits ~ SWR Serial write opcode command from SOP.
(for REFA and self-refresh). TCAS TCLSCAS register field -dag core delay.

REFP Refresh-precharge command in ROP field. ¢ g TCLSCAS register field - s core delay.

REFR Control register - next row for REFA. TCLSCAS Control register -das and £, s delays.

refresh Periodic operations to restore storage cells. tcyc| g Control register -dyc, g delay.

e tommang, TOAC  Coniol registr 1 dlay

RLX RLXC,RLXR,RLXX relax commands. TEST77 Control register - for test purposes.

RLXC Relax command in COP field. TEST78 Control register - for test purposes.

RLXR Relax command in ROP field. TRDLY Control register -dp,y delay.

RLXX Relax command in XOP field. transaction ROW,COL,DQ packets for memory access.

P Rowopcode fild n ROWR packet, " Mevg nlormater Ten e RORAN oy

row 2°P'T dualocts of cells (bank/sense amp).  ywrwrA Write (/precharge) command in COP field.

ROW Pins for row-access control write Operation of modifying sense amp data.

ROW ROWA or ROWR packets on ROW pins.  yop Extended opcode field in COLX packet.

ROWA Activate packet on ROW pins.

ROWR Row operation packet on ROW pins.
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